Breakout Group 3 Discussion Summary

Session A

· How will investments in cyberinfrastructure spur major advances in engineering research and education?

· Improving collaboration

· Multidisciplinary, multi-investigator research is difficult to coordinate; travel is expensive and difficult. Often use dial-in teleconferencing to do presentations remotely because online services don’t work reliably. Need to have more bandwidth and tools that are easy for everyone to use and more natural than videoconferences. Need more creative ways of virtually interacting. 

· Need to be able to run someone else’s simulation models and see their data to know whether we can trust it for prediction.

· To use information and data from other sources and other fields, need to be able to easily find the right data, learn where the data came from and how it fits in with what you’re doing, and how well you can trust it. Particularly important for supporting policy decisions.

· Need collaborative tools for education and shareable tools. E.g., needed for designing patterns (how learning experience unfolds) and exchanging information between learning technologists and educators on what works and what doesn’t. What patterns make people comfortable and learn better?

· Large-scale equipment and facilities will be accessible from other places – saves resources by not having to duplicate expensive facilities.

· Improving understanding and managing of complex systems, e.g.:

· Detecting disease (e.g., colon cancer in those with hereditary predisposition) at the cellular scale in humans with nano scale system. Would have wireless connection to cyberinfrastructure, where doctor calls you when possible problem is detected in your cells.

· Cells or large chemical processing plants. Could do multiscale simulations with programs that are interoperable and can communicate across scales.

· Decision support for complex systems, like environmental and infrastructure problems that cross media and disciplines.

· Real-time interaction between humans and simulations and data for what-if and exploration. Currently not possible in practical time scales, cumbersome and inconvenient. Particularly important for time-sensitive problems like predicting paths of tornadoes.

· For what types of research and education activities (provide examples) will cyberinfrastructure be critical, and what characteristics will be required of the cyberinfrastructure? Where are the major challenges?

· CI must be stable and accessible

· Not necessarily completely invisible, but with low training barriers (like driving a car)

· Requires technology transfer of promising CS technologies to make them easier to use by all researchers (not just those who have computational expertise), which would not be done by CS researchers (calls for soft money professionals, long-term support). ERC model does this well now.

· Infrastructure works well when it grows from specific elements and builds up. Needs to be thought out.

· Problems from applications perspective are not always of interest to CS research community, such as better collaborative tools.

· Need online directories for videoconference addresses.

· Open data – who is going to use it, how will it be secured, how is it ensured to be reliable?

· Need automatic generation of user interfaces, connection with industry who has legacy codes that need to be kept up to date.

· Resource divide needs to be addressed – people need to access more than computers and data, such as labs or models. Need to have easy ways of finding who has what resources.

· CI projects must contribute to general CI, not just one individual field.

· Last mile issues are where we need most work. Making software reliable enough, enabling access to all sites. People want to take software immediately into production use after proof of concept, but requires substantial effort to harden the software.

· How can an effective partnership between computer scientists and engineering researchers and educators be developed to best provide the needed cyberinfrastructure?

· Applications need to drive development. Must require computer scientists to work with domain experts and users in developing CI to ensure that needs are met. CI needs to serve humanities, arts research as well as science and engineering. They need to be part of the development or the CI may not meet their needs.

· Create integration teams that are task driven and involve mix of skills (along lines of NCAR). Get people to work together and collaborate.

· Let grand challenges be drivers for research that both engineers and CS researchers are involved in (gets us 70% of the way). From there, CS needs to create common CI across projects, ensuring interoperability and stability (the other 30%), not necessarily done by CS researchers.

· Engineering brings applications that society needs to CI. CISE doesn’t know what they are. May need CS professionals, not researchers to advance engineering research (6.2 and 6.3 research on CS side, that’s still 6.1 on engineering side).

· Software engineering should be done by engineers – they know how to optimize CI investments and make sure they work.

· Need to fund soft money positions to serve user and be sure their needs are met and CI evolves. Service cannot be mixed together with research – different outcomes.

Session B

Aside before the discussion: The emphasis in the PACI program on big iron does not serve the needs of applications researchers very well. When the system finally gets stable, it’s time to move on to the next challenge in a new system.

· Develop a general road map for future investments in cyberinfrastructure. What investments need to come first and why? What payoffs can be expected? Provide input on cost estimates to implement the road map.

· Most critical investments

· Enabling collaboration in a new way could be the cornerstone for applications that drive infrastructure. Need a standard human to human interface that works reliably and effectively.

· Integration of existing data and models to look at complex systems

· How to deal with vast amounts of information

· Fund exemplar applications that force CI to evolve and can be scaled to other communities. 

· Need to identify lessons learned from existing and new CI applications, driving development of standards to ensure that future applications are fast and easy in terms of CI. Can’t make a large-scale investment in every application. Some organizational structure for standards development needs to be put in place.

· What organizational structure is needed to provide long-term support for cyberinfrastructure development?

· Center structure, combining core CI research coupled with exemplar applications. Require applications to be geographically dispersed and in diverse fields, encouraging development and testing of improved collaboration tools. Use ERC type guidelines with figure of merit being (1) important engineering and science problems that (2) stretch the current CI

· Number of centers and applications and dollar amounts need further discussion

· NEES model doesn’t seem to work very well – 17 independent groups that are difficult to coordinate. One organization or a few need to have ultimate responsibility to ensure accountability.

· Each application should be on the order of $2-$3 million/year for 5 year period. How many are needed/wanted? Communities involved must want the opportunity and have a core group of committed people.

· What should be the path forward regarding future workshops and other activities? What information is needed to address outstanding questions and knowledge gaps important for decision making about NSF’s cyberinfrastructure investments?

· A workshop on the scale of the centers and types of applications, dollars, and durations would be helpful.

