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DR. JOY PAUSCHKE, NEES PROGRAM DIRECTOR, NSF: I would like to briefly introduce each of the panelists. The reason why they're on this panel is that they participated in four workshops that are listed in the NEES program solicitations (see slide).

Dr. Daniel Abrams is Hanson Engineers Professor of Civil Engineering at the University of Illinois at Urbana-Champaign and Director of the NSF Mid-America Earthquake Center.  Dr. Abrams was Chair of the Steering Committee for the workshop on the "Assessment of Earthquake Engineering Research and Testing Capabilities in the United States" published by EERI in September 1995 and participated in the NSF Workshop on "An Experimental Facilities Initiative in Earthquake Engineering: Action Plan for Upgrading, Expansion, and Utilization" held in 1995.  His research is in the area of masonry structures.  Dr. Abrams has also been Chair of the EERI Experimental Research Committee.

Dr. Bruce Kutter is Professor of Civil and Environmental Engineering at the University of California, Davis.  Dr. Kutter was the Chair of the Steering Committee for the NSF workshop on "Developing a National Network with Structural, Seismological, and Coastal Earthquake Engineering Seismic Simulation Facilities” held in 1998 and was also a participant in the "NSF Workshop for Tsunami Research Facilities" held in 1998.   Dr. Kutter's research focuses on soil mechanics, centrifuge modeling, and geotechnical earthquake engineering.  

Dr. Stephen Mahin is Nishkian Professor of Structural Engineering in the Department of Civil and Environmental Engineering at the University of California at Berkeley.   Dr. Mahin served on the steering committee for the workshop on the "Assessment of Earthquake Engineering Research and Testing Capabilities in the United States" published by EERI in 1995.  His research focuses on experimental and analytical investigations of the inelastic behavior of steel, concrete, composite, and timber structures under abnormal conditions, earthquake engineering, protective systems, retrofitting structures, and computer-aided analysis and design.  

Dr. Fredric Raichlen is Professor of Civil Engineering and Mechanical Engineering at the California Institute of Technology.  He is co-author of the report from the "NSF Workshop for Tsunami Research Facilities" held in 1998 and he also participated in the NSF Workshop on "An Experimental Facilities Initiative in Earthquake Engineering: Action Plan for Upgrading, Expansion, and Utilization" held in 1995. His areas of research are coastal engineering, wave mechanics and wave structure interactions, dynamics of harbors exposed to waves, and mechanics of tsunamis.

We asked the four panelists to give us their perspectives from the precursor workshops that led up to NEES and any other comments they may have on networked collaboration.  To help focus the discussion, we asked them to address the following four questions.  If you have the handout from the NEES briefing this morning, these questions are on the very last page of the handout.

1.  What kind of service as an earthquake engineering researcher and experimenter do you expect from the NEES collaboratory?  

2.  What kinds of key input/information does the system integrator need to know about earthquake engineering research equipment in order to design the NEES collaboratory?  

3.  What kinds of key input/information does the system integrator need to know about earthquake engineering analytical and computer numerical models and computation in order to design the NEES collaboratory?

4.  What experimental data storage and data availability from the NEES collaboratory are needed by earthquake engineering researchers?   What kind of data and data rates originate from earthquake testing?


Each one of the panelists has prepared a brief response to these questions. They'll each make a presentation, five or six minutes each, and that will take up the first half-hour of this presentation, and then leave the floor open to questions and answers.


Again, if I could ask you write down your questions on the note cards.  We'd like to capture these questions. We'll start with Dr. Abrams.

DR. DANIEL ABRAMS: I would like to just give you a one-minute background on where all this activity has been for the last 27 years, and as far as I go back; in 1973 there had been workshops funded by NSF for, in this case, the National Research Council of the National Academy of Engineering, on simulation of earthquake effects on structures and assessments of the needs of the community in earthquake engineering.


I came along in 1995 when I was given a request by EERI, Earthquake Engineering Research Institute, to host a workshop in San Francisco in July of 1995.  I researched all of these and I found out there wasn't anything that really came out of most of these workshops but a nice report.


We went into that last one saying, this is absolutely the last time we're going to do this unless there's some response out of it.  I'm very glad to see that today we're all here talking about a new initiative and it's already been appropriated for the next fiscal year.  So, we go back a long way to 1973.  There have been a number of workshops that have led up to these in recent times as well.


This slide is a little bit old so I'm going to eliminate the bottom one.  It all results from a public law in 1994, passed by President Clinton to actually conduct this assessment of national facilities.  The workshop report in 1995, I believe, resulted in a report that is referenced on the NEES web site.  It's the EERI report. There's a very thick version with the commissioned papers and then a thinner executive summary, and that led to testimony almost 6 weeks after the report was done that I presented to Congress that somehow led into where we are today, and a number of other workshops.  There's been a lot of effort and I'm very pleased that NSF has taken it this far.  I'm going to be talking about various ways to interact experiments with computers and some of the dangers involved with teleoperation.


I'm going to get into Joy's four questions in a moment, but because a lot of you are computer scientists that may have not seen experiments, this is one example of the type of testing and structural engineering that can be done.


To give you some idea as to the scale, this is done in our lab and we have full-scale students there.  This is not a model or a mini-me, I guess.  This is a full-scale reinforced concrete masonry building that was built within our building to test.  This is the test specimen and not new offices.  This is loaded back and forth with these loading actuators.  They're called servohydraulic actuators that are controlled via an analog controller that can be fed signals from a function generator or computer or perhaps signals over the Internet with tele-controllers.


This is an earthquake test.  You can run an earthquake motion through it, but it lasts about 8 hours or more, so it's a very slowly applied load reversal test. It goes one way, it comes back the other way. As the specimen cracks and the rebar yields,  it becomes softer and limp, it reaches some ultimate death and you tear it down.  But, it's a fairly major scale.


There are other versions of this. This is a truss type of reaction structure. Within our Mid-America Center we have Georgia Tech, and they have just completed a brand new structures lab, and this is what's called a reaction wall and this is a biaxial reaction wall.  There are many variations on this type of reaction wall in the country. Some go as tall as 50 feet to test a full-size five-story building.


These types of actuators are mounted on the wall and a major test specimen is attached to the floor and again loaded back and forth.


On the other end of the spectrum are very small-scale buildings.  This is a precast concrete frame structure that was tested as part of the NSF PRESSS program, that's Precast Seismic Structural Systems program.  This is about 1/12th scale.  Again, a graduate student.  This is about seven feet tall.  This is on a shaking table, which moves in this direction.  Actually, the original shaking table of the MTS Corporation.  What this does is it moves back and forth with a simulated earthquake motion that is driven by that actuator.


This is a dynamic test; but it is a model, so you sacrifice something because of the scaling.  Types of shake tables that are more modern than ours or the U.S. Army Construction Engineering Research Lab table, which is about the same dimension.  This is about 4 meters, as well as this dimension, but this moves in 6 degrees of freedom.


There are also other tables at the University of California at Berkeley and at Buffalo that are the largest capabilities in the country.  But, both of these tables will give you dynamic test data, waveforms basically.


When you start these experiments, you can't stop them.  There's no user interaction.  You press the button and the earthquake comes.  You don't stop the earthquake until the earthquake ends.  So, there isn't really a reason here to have an interaction where the user is plotting the course as the test is progressing, whereas the previous static testing, as I showed you, is clearly an interactive-type test.


I say that to you because I'm going to answer some of these questions in a moment and I'll refer to that.


The first question is this.  What services are expected of the collaboratory? I kind of looked at this from two perspectives.  One is from the user perspective, as if I'm using the collaboratory.  For example, what if I'm not at a major research lab, but I would like to do experimental research.  So, one aspect that I'd be interested in is the ability to observe remote experiments, be they mine or be they somebody else's.  So, the observation is very important, and perhaps the simplest.


The ability to control remote experiments.  If I've got a test structure somewhere, one of these static-type experiments, I perhaps would like to load it through one loading cycle back and forth, and then view how much it degrades in strength or stiffness, then perhaps have an idea as to how far to load it in the next cycle.  So, this is this interactive type of approach. Being able to do this at a distance, of course, is good for my students in Illinois if the test specimen is in California because these students like to go to my class in Illinois.


We'd like to perhaps have the ability to run these types of experiments in more than one lab at a time, maybe five experiments in five different labs that perhaps are all connected to the same type of structure.  So, you've got a bridge overpass-type structure with various heights of piers or spans.  Perhaps these could all be linked via some computer engine and each of five labs have each one of these being tested so that the collaboratory is actually one laboratory.  That has some implications on data rates, on reliability of connecting computers with these large structures.


Advanced imaging and visualization tools, although this isn't just purely on the network side, I think this could be a good product of the program, something that we don't do right now.  Much of the instrumentation for these types of tests, be it the shaking table or the static test, are pretty much the same instrumentation technology I used when I did my student thesis in the '70s, accelerometers, simple displacement transducers.  There are, perhaps, some new technologies that could be developed for measuring two-dimensional strain fields, stress fields, as a visualization of those across the network.


Computational models, I believe NEES will set up a framework for sharing of these models.  It won't be developing computational models.  I believe that will be done with the research grants using NEES, but having that access to the shared models would certainly be a service that would be expected.


Of course having an access for me, as the user, to this grand repository of data.  Currently if you go and try and collect all the data from these experiments, they're in whatever professor's back office he can find and whatever media they may be in.  I still have analog tapes from my thesis in the '70s, which I have no idea what to do with.


Now, what experimental information does the system integrator need to know with regard to experimental equipment?  I would think they would have to know what types of experiments to network, basically of these two varieties: the static large-scale test; the dynamic shaking table tests.  The other panelists will tell you about centrifuges and wave tanks, as well as perhaps mobile test sites.


You've got to have some conception of what are these 25 to 30 test sites going to be?  Because the data demands are different with each type of test.


Other classifications are whether these are tests to be done for observation only, where you're just looking through a video camera perhaps, or a series of video cameras that you can control, or whether you're doing networking to do both observation and controlling.


With the control, there's actually another variation of that, and there are a couple here I'll talk about.  One is the predetermined loading history, as I mentioned with the shaking table, where perhaps you press a button to start the test but you don't intervene.  This particular type of control is fairly simple.  You could almost telephone somebody locally and say, press that button.  If you're going to have an interactive user-defined loading history where it's made up -- this is that static variety where the user makes up a new path every time he sees his old path.  Perhaps the controls might require a little bit more transfer in exchange between the user and the tester.


Then perhaps a third type is known as the pseudo-dynamic test method, where the degradation in stiffness of the structure is measured, and that goes into a computer that then dictates what the next loading step will be, sort of a time-step integration of the equation of motion several times a second.


If you're going to do this across lines between different locations, this is perhaps the most severe requirement on data exchange because you've got to transfer large amounts of data in fractions of a second and then send back signals.  And make sure that the reliability is very good, because otherwise you might get a crack in your masonry wall and that crack is progressing and there's a delay in the signal, and then what do you do?


There's a huge reluctance of the experimental research community to believe their specimen's loaded by somebody at a distance over a computer, unless it can be confirmed and verified that that's appropriate.


The system integrator should know what kind of database sizes we're talking about, what kind of transfer rates, and of course this goes into what types of experiments, as I just said.  I would think that the system integrator would need to be familiar with what is common software for data acquisition and control used by most of the community now.


There's a program – LabVIEW - PC-based that is used for that purpose.  I would think if the system integrator is going to be integrating outputs or inputs in these types of software programs, that group would need to be familiar with the format of the data.


For the data repository, I believe the system integrator would need to know something about standard formats of the data, and this would require some input from the experimental community on what types of data there are, what are the gauged lengths that you measure a particular crack series over. Some of these things are judgmental, based on the experimentalist, and the expression is actually an art, and this really requires a lot of input from the user group.


Things called ductility or rotation of structural elements are very subjective based on what gauge length you're measuring them over, and a system integrator would have to be at least remotely familiar with or have somebody on staff or in their team that would have some experience in earthquake engineering research to help interpret this, as well as to have a good link-up with the experimental research community.  I'm glad to have seen it on a slide this morning that the NEES program is going to help facilitate these interactions with the community.  I think that's very important.


Lastly, I think the system integrator needs to know the types of research and have somebody on their team that knows it.  We can't tell you everything we know and put it into a manual and then you design a system.  It's just going to take constant interaction back and forth between experimental earthquake people and the system integrator.


A similar question but with regard to analytical information.  This pseudo-dynamic test method as I described is a little bit complex.  It takes some understanding, at least in concept, and a system integrator should be familiar with the role between computation and testing.


There are some modeling software already on the shelf, and with this combined computation experiment approach there will be some reliance on computational models.  I believe the RFP read, use off-the-shelf computational software when possible, so it would require some familiarity with modeling of dynamic response of structures and earthquakes -- and, when those don't work, some knowledge of how to create new ones.  So this may bring in some simulation people from the earthquake research community.


Lastly, the system integrator needs to know earthquake research, to reinforce my earlier point.


What are the data demands for the collaboratory?  These are my guesses on the back of an envelope, but I've just thought to start some discussion here, and maybe some of the other panelists have their numbers, I just took this first static cycling test and I multiplied things by 10.


Whereas we might have 100 channels today, by the time NEES is going, we could have 1,000 channels of data and maybe 10,000 data points.  Every time you load a little bit you take a data point and you go through several cycles of loading.  Maybe 10,000 readings.  That's enough for balance. Converting to megabytes here, it's about 100.


So, it's like a zip disk full of data.  This is, from experience, just about what we come up with on these tests.  Maybe there are about 20 megabytes, 30 megabytes now, but there could be 100.


That's a shaking table test.  The data is completely different.  It's a bunch of waveforms, response histories of acceleration or displacement or strain or force, and in this case you could, again, have your 1,000 channels.  I took a number out of the air here, 300 points per second digitization rate.


We used 250 with our small-scale models because their frequencies are higher. An earthquake lasts, I don't know, 30 seconds, 40, 50 seconds.  I took 40.  You'd like to give this specimen several earthquakes varying in intensity.  So, ten earthquake runs.  My rough number here was a gigabyte.


Transfer rate -- if you're using this automated feedback loop to suit a dynamic approach, and you're sucking data off 1,000 channels, I arbitrarily took a thousandth of a second and converted to bytes here -- about 8 megabytes per second, something on that order.


Now, I'm not on the other end to know what these numbers mean.  I was listening today -- I think 8 megabytes might be do-able but that's for you to decide.  It could easily be more than that.


So, there are two goals.  One is, I hope we can all work together on this.  I know we're all competing.  But in the end, I'd like to see NEES be a success.  Now, as a major visibility we have here to the community, both earthquake community and computational community, and I hope we can join forces and make it a success, and the underlying goal to all of this as Congress is thinking when they funded it, is to accelerate earthquake loss reduction in the U.S.


These are great new tools and methods, and we have the people.  Can we get the ideas from these tools and people to actually make an impact such that, the next earthquake or future earthquakes, when they happen, the lawsuits will be reduced so that there's a payoff on the $82 million.


DR. BRUCE KUTTER:  I know I don't have enough time to explain everything that I'd like to say, but I put some transparencies in here with some web sites that I think you can look these reports up.  This is the workshop that Joy mentioned when she introduced me, that talks about developing a national network.  That's available.


In that workshop, we discussed a lot of interesting issues:  cultural issues and some technical issues.  Some really good discussion, and actually there's a lot of individual contributions that people wrote to a news group before and after.  They're in an appendix to that report.  I read it again on my way over here and I thought it was a useful document.  I still think it is.


I'm starting to look at some of the questions that were proposed and what kinds of key input information does a system integrator need to know about the earthquake engineering research equipment to design the NEES collaboratory?


We need to know how experiments are constructed and how do you inspect it; the physical processes that go into building and testing these models.   We need to get down to the nitty-gritty and actually understand what the data sets mean, and methods to analyze and visualize the data.


So, this is just getting an idea of another kind of facility.  This is a 9-meter radius centrifuge.  There's a bucket on the end the size of a good-size table, maybe a little bit bigger than the table here.  You build - technical models in it, and spin it around.


I'm going to try to show a little movie of that if I can.  You can see a centrifuge actually spinning here.  This is going at pretty low speed here, and then when they get about here -- now the thing is spinning at about 50g.  This is a video file -- and it's about 5 megabytes, by the way, and you can see the kind of resolutions that we have here -- I mean, you couldn't see a lot of detail if we did have an experiment with that kind of data file size either, but that gives you an idea.


We're running experiments on the end of that arm while it's spinning around, and we have a computer spinning around.  We have another computer in the control room. We're networking these computers together already.  So we are doing telecontrol.  It's just that we're controlling from our control room over a network to a computer that's spinning around on this machine.


Getting into what is an experiment. I had the opportunity just a couple days ago to be at the lab when we were carving up one of the models and the student let me actually do a little bit of the carving.  This is really the fun part.  That's one thing that I think you lose if you do teleoperation.  You don't get to go and play with the model, inspect it closely, look at it, carve it up, see what was really happening. When you do that, you can sometimes see the mechanisms of things that are going on.  If you just look at it on a video camera, you don't get the same feel for it.  Sometimes you see little anomalies.  For example, you see a little slump of the sand over here and you say, oh, maybe that happened during the earthquake.  But the student says no, that happened when you set it up.  The technician wasn't careful.  So there are little anomalies.  You don't know if they're real data or not, and if you're not really intimately participating in the experiment, you don't know that thing. You need to have somebody local.  And this is reality, which I think has some advantages over virtual reality.  It's real, for one thing.


That's why we do this as an experiment.  There are little lines and things like that we put in the soil to try to figure out what's been happening, and the way that you deposit these things.  There are many strain gauges in those piles.  We have 100 instruments making measurements...


Understanding the data set.  I'm just referring to this -- some of the data reports that we have posted on the Internet right now and this first one right here I'm just highlighting briefly.  But you can look at this on the web page.  This report really describes, I think, a lot of the important meta-data that you need to put along the document data.


You can't just put the data by itself.  You need to describe what kind of instruments they are, their physical location, their calibration factors. If you filtered the data or the units that are in, the data that test all those factors, those data associated with the data -- the data about the data is the meta-data, and that needs to be there.


This is some of the meta-data, and we've got all accelerometers, their physical locations, documents and tables and diagrams. These are just some time histories.  Look at the data quickly.  You know, we have hundreds and hundreds of these kinds of plots we can study.  We need automated ways to produce them so we can look at them, or maybe process them further so we can understand them more easily.


But this is an automatically generated set of plots that we got out of our experiment.  It's basically acceleration at the bottom and acceleration propagating upward through a soil there.  It's swept frequency.  This is low frequency and it goes up to a higher frequency.  This is the base input motion.  See, what happens is that wave pops up through the soil.  This is a sinusoidal sweep.


What kinds of services as an earthquake engineering researcher, an experimenter, do you expect from the NEES collaboratory?  Well, first of all, I'm wondering who will provide -- and I think there's one issue that I didn't really understand now.  Is this going to be the system integrator or the consortium that does some of these things?


But I guess now that it sounds like the system integrator will start it and then the consortium will take this over, and so I don't know how far along -- well, where one job ends-- I suppose that remains to be seen. But the consortium should provide connectivity, develop portals for live and archived data and visualization tools to help understand the data.  I put a little cartoon of a web portal.


Just some of the things I thought you might want to see.  You have some time histories you want to look at? Maybe some video conferencing with somebody at some other place, and you can discuss this in detail.  You know, details of what the experiments are, cameras that you can zoom in or change cameras or whatever.


Then there's history of an experiment.  Or look at it, compare it to some previous event.  Then questions, and I made one of those links hot, and that is -- there's an animation of acceleration as a function of depth over here.  We've got accelerometers going through the height of the soil.


This is the base of the model. We've got accelerometers at each X point. But the problem is, we don't have instruments spaced close enough to really define the waveform.  So, we need waves to interpolate this data in between these wave points.  So what we've done is use the wave equation basically to interpolate that data and improve the visualization.  So, I think these kinds of visualization tools are important. That shows acceleration and displacement profiles and shear stress profile.  This is actually liquified soil.


We can see a way of propagating through some liquified soil.  A sharp wave front, which looks a lot like a shock wave actually formed.


Now I'm doing the frame-by-frame thing here.  So, you can make these -- we made those animations just with Mathcad, but I'm sure we can develop more advanced things and maybe have several columns of these animations.  Maybe looking at several arrays at once in some kind of virtual reality might be kind of neat.


What kinds of service do I expect? Cooperative development of advance sensors and instruments.  I think that's an important one.  I don't know who's going to do it, but somebody should develop these wireless instruments that are cheap and we can deploy on a massive scale so we can completely define the mechanisms that are going on in the experiment.


I think Dan talked about some of these things.  Some of these were also mentioned in the workshop report, so we'll move on.


There are a couple of existing organizations -- the EERI Experimental Research Committee and the California Universities for Research and Earthquake Engineering -- which is debating within itself and discussing with the community possibilities to become a national organization.  These organizations are good resources, I think, for helping system integrators potentially.


What experimental data storage and data availability from the NEES collaboratory are needed by earthquake engineering researchers?  What kind of data and data rates originated from earthquake testing? Actually I did some of the similar calculations, like Dan did, and I think I got pretty similar answers.  But video is another deal.  I don't really understand video that much, but if you worked out high-resolution video, 1,000x1,000 pixels, and you have 1,000 frames of that, and you want to have multiple cameras because you really need that, and you find a model, then we're talking about terabytes -- hundreds of terabytes -- in NEES.


I was just figuring, you know, 100 gigabytes per event.  That's 10 DVD disks. Then multiplying by how many events we have in NEES per year, that kind of thing.  I think compression is an important part.


There are some other types of data. These will be posted on the Web.  I just told Ahmed Elgamel that I would mention this other site that he has developed on the Internet. The web shaker site at UCSD  - you can do some physical control, a demonstration of a simple structure.  A shaking table here that you can adjust the frequency of shaking, and shake it and watch it shake, and also run simulations.  There's another site to run simulations of some shaking event.

DR. STEPHEN MAHIN:  Good afternoon.  I was very impressed by all the presentations that we have heard up till now.  I think there a lot of exciting opportunities and challenges that we have before us over the next four, five, fifteen years.  But what I think we're going to be able to is make fundamental change in how earthquake engineering is done and how we approach improving safety of structures.


In my own research experience, I've sort of divided my career up into three categories.  One is sort of mundane -- analysis and testing of structures.  The second is to develop new experimental methods for unique kinds of tests, and also putting a consortium of individuals together.  So I thought -- I would assume that you all now know what a shaking table, reaction wall, or centrifuge looks like, so I'd maybe say a few words about some longer-term visions and how experimental work might be done.


I think one of these is to introduce a new culture of how experimentation is done, put into this collaborative environment I believe in as it's looking for people working together.  I think as a resource for what you have to work with as a system integrator is really a fairly large community of very capable researchers who are knowledgeable and they're disciplined.


Generally speaking, they have not had an opportunity to work together on a collaborative basis with NSF.  As I've indicated up here, we have done a number of coordinated, cooperative programs through the center's program.  There are now three national centers for earthquake engineering, but before, that through the Civil and Mechanical Systems Division in terms of US/Japan cooperative programs for large-scale testing, and US/Japan program for research on mitigation of urban disasters.  So I think that there's a history of cooperative work.


Most of these have been funded through investigator grants and so they're not coordinated or collaborative kinds of efforts, as I think we are getting to when we try to get people to work together.  But they're really people who now have the willingness to get together, share data, cooperate, talk with one another.  So, I think that's a good starting point for what you will be trying to do.


The tools in the processes that were presented before are really the glue that will get this to work together, and I think by some synergism so things can go that much more quickly.


I think also we have to keep sight on not just the tools of the processes, but sort of longer-term goals.  There's a basic scientific and social goal here of an intellectual process, which is really the mission of NSF.  We have the social goals of trying to improve seismic safety, as well as to develop more effective, efficient, economical, durable structures and means of construction.


Then below that, we have professional goals of trying to develop new concepts for design, analytical methods, and to use the simulation environment both physically and numerically to validate these goals.


Going to the first question, I think one of the real difficulties of starting any of these collaborative efforts is just getting everybody together -- getting people like this together.  So I think some aspects of this was discussed today of just the group meetings, but sort of the tools that will facilitate collaboration of people on an individual basis, not just a simulation.


These are things which are before, during, after a campaign that was set up for a particular purpose.  Then something that will overarch many of these individual campaigns to pool similar kinds of data together.


I'm not going to say everything that's up here, but just simple things like pooling people together, getting people who know about certain things together, being able to go out and find expertise and resources that are available.  In a community, general speaking there are a number of meetings, workshop planning groups, organizational meetings that are held which would be facilitated immensely by the immersive environments where you can show people things or talk about things, point to things, show your own examples of stuff.  


Similarly, during a campaign that might be directed at a particular technical problem, there is all kinds of communication of oversight groups, PIs, PI students, and importantly students, and I think the other groups have looked into those.  This has to be easy to implement and use so people will take advantage of it.


There has to be a certain amount of pushing and shoving to get information out to people, but -- and as someone who gets almost 200 e-mail messages a day, I don't want any more stuff pushed at me.  There has to be some thought of that, and also there's been some discussion of hierarchical access protection of data and some things that are reasonable confidential; other things are public that have to be thought out well.


Some of our tests and things like that we do are very fast, get over in a matter of seconds; others, truthfully, are like watching grass grow.  So, all the teleoperation in the world isn't going to make them interesting to look at, so there has to be some thought as to distilling information, putting it into a form where people can learn as much from it as they can.


A lot of the data has noise in it, errors in it, transducers break, so there has to be methods for annotating the data itself and somehow characterizing the level of reliability that one associates with data. So, we have a sort of person-to-person kind of communication.  We have the acquisition of data, the archival and mining of data, processing of the data, and then sort of a simulation package that would go along with -- we have numerical simulation but also then system identification, identifying what are the modeling parameters one would use and then turning that around and using those modeling parameters back into the experiment.


We also have an important educational role here, and so there's got to be some thought as to how we then bring students in and educate them.  Research universities have the mission of doing research, but incorporate that research into the educational program as well into the profession.


What kind of information do you need to know about experiments?  And I hope to be a little more provocative here, and I don't see that there's really any difference between a virtual world and a real world.  It just shows how far over the edge I have gone.  But basically, most of the experimental methods provide -- there really isn't that much difference.  We had mentioned earlier, by Dan, a pseudodynamic method, and that one of the methods that I spent a fair amount of time looking at, and basically what we won't be able to do is to merge these, fuse the experimental domain with the numerical computational domain.


In doing that, we have to keep into account that we have different time scales going on.  Some of them will last years, some of them last milliseconds.  And there are various complexities of testing methods that are being done.  Some of them are very simple, prescribed force or displacement histories.

Both the reaction wall test and the shaking table tests are generally prescribed forces or displacements imposed on the structure.  However, when you get into the pseudodynamic hybrid kind of methods where you mix analysis and experiment, basically what you load into the next instance of time depends on what has happened in the last instance of time in the experiment.


You can then base what you do in the future on your experimental results, but you can also base it then on some analysis that is going on simultaneously with the test.  So you can take test results, feed that back into your analysis, do some analysis in real time, feed that back in real time to your test, and that will then affect what is being done in the test.


Then similarly I can then mix what is happening in a test as well as in analysis and merge those together to affect what is going on in the test that I'm doing in the future.  So, some of the data has to be really active.  There has to be very high bandwidth, very low latency in terms of what data is available.  Some of the data is really nice to have in real time, but nobody's going to be upset if it is a few seconds or few minutes or hours late.


Other data is really passive in the sense that people want to look at it, but it can be archived or brought up in terms of hours or later.  But generally speaking in all these things you're just deluged by massive amounts of data and they have to be then somehow visualized.


So, ultimately what we have in one form of testing -- like a shaking table -- in principle, then, there is this method, a pseudodynamic method where you then can analytically simulate the shaking of a structure but just simply grab a structure with large actuators, move the structure around as if it were being dynamically shaken.  But since we're doing it in the computer we can do it in whatever time scale we want.  We can do it faster than real time; we can do it much slower than real time.


In an analysis program I can say, well, this is an element; this is another element; this is a component.  In the actual test I can then have one part of the analysis that I'm doing be a physical element that I'm testing in the lab, another part be an analytical element, and if I can do that I can do these in different locations.


So I can be distributing testing so long as I can get information from the Internet quick enough to do that.  So, basically, I think we have then some opportunities of changing how we do these kinds of tests.  I think in terms of the instrumentation and amount of data, as people have said before, there are massive amounts of data that have to be brought across.


There are new demands I think we have for instrumentation.  One of the ones I was particularly concerned about is sort of an almost ridiculous use of video so that any place you put a transducer I think there ought to be a video receiver so that you can tell exactly what is happening visually as well as numerically.


So, there are a number of things that have to be done here, but I think these instrumentation kinds of issues need to be resolved, but I think those are fairly easily done.


The distinction I think between experiments and analysis are going to disappear I think with time.  The physical tests need to be incorporated as part of an analytical model, but in a similar way we also have to include the experimental apparatus as part of our analytical model as well so that we can do dry runs of tests,  -- or if we do post-test simulations numerically we can include in control systems and the testing apparatus as well.


I think there are some things where we could do system identification during a test, use that system identification to improve our analytical models that we're using during a test and use that in determining what's going to be done in a test.  So this is going to require very fast computation and so on.


I think the data storage needs -- other people have talked about -- I don't think there's any disagreement, and ultimately I think basically what we're going to be doing here is trying to develop a new culture for how this research is being done, and that's the collaboratory environment. That's how we're going to be able to do that. So we need to be able to facilitate people's interaction to that; make it productive.


Thank you.

DR. FREDRIC RAICHLEN:  There's a certain advantage of being last and that is everyone else has answered some of the questions.  I don't have to go into very many details on the Internet.  I am going to talk about tsunami activity, and there are four what I call “wet” people in the audience who -- they understand a lot of the aspects of the problem.


I want to talk to the “dry” people a little bit to describe what the problems are what we've done over the past four or five years in discussions.


The tsunami problem is, of course, earthquake-generated sea waves, and over the past about eight years -- since about 1992 -- there have been about eight or nine rather major tsunamis around the world compared to a rather lack of these events in the 20 or so years before that.


These events have been very interesting because one of the benchmark run-ups has been the maximum run-up up until about 1992 or so -  a tsunami in Japan in 1933 where the run-up was something like 30 or 33 meters -- not the wave height, but how far the wave ran up on shore, whereas in these events from 1992 on there have been several (two or three) of these events where this has been met rather closely, and this is run-up -- this is not the actual wave length of these earthquake-generated sea waves.


However, in one of the most recent ones in 1998 in Papua New Guinea, a crew that went out there, one of the major individuals who'd been to all of these events is Professor Costas Synolakis from the University of Southern California (USC).  They estimated that the height of a wave reaching the shore in this New Guinea event was something like 15 meters, roughly 45 feet. This was a very flat region, so there wasn't a question of run-up; there was a question of wave height.


Many Japanese who have experienced these tsunamis have also heard very large noises associated with them, so all this seems to tie together.  A lot of these very important events -- perhaps not all of them -- are tied into breaking waves.  These are massive breaking waves.  They're not like storm waves where the waves come periodically, but these are waves that come in a period which might be ten minutes or might be twenty minutes.  So, they're like individual events.  This is what we're interested in looking at in the laboratory, what has been looked at analytically and in numerical models.


There have been a number of meetings, as you saw.  I think Dan Abrams put out some of these workshops.  The most recent workshop a couple of years ago was a group of perhaps 15 investigators in the wave area where we talked about tsunami research.  We talked not about this program, but about this NSF 00-6 program, which was to upgrade research facilities in the United States to be able to look at these types of events at a large scale.


Up to now, this laboratory work has been at a very small scale, and for similar reasons as in structural engineering - the large-scale research facilities are quite important.  So, we discussed this at some length.  Then a small working group, which consisted of Professor Harry Yeh from the University of Washington, Professor Synolakis from USC, Professor Phil Liu from Cornell, and myself, we have since discussed some of these problems in a little more detail, and the question is, there's a limited amount of money and one wants to look at events in the laboratory at a large scale; do you look at two-dimensional problems or do you look three-dimensional problems or do you look at both two-dimensional and three-dimensional problems?


There is a large two-dimensional -- or at least there is one very large two-dimensional facility in the United States, that is Oregon State University, which is a wave tank about 350 feet long and about 12 feet wide and 15 feet deep, which could be capable of being modified to look at this type of long-wave modeling tsunami as a single long-wave event, and there really doesn't exist in the United States a large three-dimensional facility -- mostly numerical models which are being developed or numerical models which are looking at three-dimensional ocean, a three-dimensional coastline, looking at run-up, and so the question is -- there's one.  Try to approach the problem.


For two dimensions or three dimensions, the best of all worlds would be proposed points of view.  It seemed to me that in this small group that looked at this problem since this workshop,  that perhaps the best approach would be a three-dimensional facility that could be modified to be used as a two-dimensional facility also, that is, to take part of this facility as a three-dimensional facility to look at two aspects.


One aspect is to try to confirm numerical models, but the other is to look at the more fundamental issues of wave structure interaction, a large-scale breaking wave, singular breaking wave action.


I think this is probably -- in the interest of time I will stop here.


DR. PAUSCHKE:  Thank you very much.  At this time we'll open up to questions, and if you have a sheet of paper, write them down or put them on the cards. That would be very helpful so we can capture the questions as well.  So, floor open for questions.

QUESTION AND ANSWER PERIOD


DR. THOMAS HSU, UNIVERSITY OF HOUSTON:  It seems to me if you take a centrifuge model, you have to install all of the instruments and things like that, so the person who really wants to take the data, make sense out of it, that process is very long.  It might take a day or two -- typically it takes about a month to build. Tests can take apart a model, and the test itself takes one day, maybe over the course of a day, sometimes a long day, but most of that day is waiting, and then the shake is only a second.  The actual events are like a second in duration.


DR. MAHIN:  I think the random observer wouldn't make use of that, but -- for example, I think it would be practical to have a graduate student sent to the site, build the model and then have the PI at some remote place.  I think that's really a practical use, to watch the experiment as it goes -- or tune in.


They say we're going to do the shake in an hour, come back in, turn it on then look at it, look at the data. Interact with it and then decide what to do in the next event.  I think that's a very important interaction that you can -- someone who's experienced with many experiments can contribute.  So, there is important interaction.  But you do need to have somebody there on site as well.


DR. ABRAMS:  I should add to that the culture of doing experimental research is such that the graduate student has pride of ownership.  He makes the specimen with his/her own hand  - Has pride of ownership.  I don't know if that can be done if there's a remote person just making a specimen on the other end of the wire.  I think that's going to be a shift in the culture on how we do things.


DR. RAICHLEN:  I'd like to make one quick comment.  I think that it is very important for the experimentalist to be at the site.  I think much is learned.  I find it very difficult to understand how one can really remotely operate -- at least in the water wave -- or the PI is located at a remote location -- and be able to really take full advantage of an experiment.


I can see other PIs being remote, but I think that one individual has to be at the site of the experiment.


DR. PAUSCHKE: We have a question that came in on a card that over the past 30 years the large amount of physical testing has been done.  What are your thoughts about using this old data, and should it be included in the database?  Do you want to elaborate on that?


MALE VOICE:  Well, I'd like to elaborate.  Dan mentioned about all these old tapes.  In other words, it's a challenging problem to access all this old data from 37 years, whatever.  This is all how it got started. Do we just to throw it all out and discard it?


MALE VOICE:  Or should we bring it up to the newest formats?


MALE VOICE:  Right.  There are great challenges that how do we incorporate all this old data so we just don't throw it out the window.  We spent millions of dollars, of course, in the old days, too.


DR. HSU:  Should it be part of the curated repository?


DR. ABRAMS:  It should be, to the extent we can.  It was expensive and painful sometimes to get, but I think there are some technical issues that just -- it's just hard to find certain old kinds of tape transports, and some of it wasn't as well documented as one would hope.


DR. KUTTER:  Might have difficulty finding a user.


DR. ABRAMS:  I have a comment based on experience.  This has been a continuing question in seismology.  Nobody will say no. Nobody will say throw it out.  Unfortunately,...what I think works is to identify some absolutely key historic data that you want to preserve, with very special -- like I was saying -- this is for historical -- we're saving every single data piece, but any attempt to say let's just save all the old data, I think, is very difficult to even deny that it isn't valuable. Yet, you can't read the tapes.


DR. MAHIN:  You can't read the tapes.  I mean, if you can read them, what is on channel 500?  You know, students have it written on a piece of paper April 1972 or something like that; that piece of paper has either disappeared or is hard to interpret or what the gains were on the channels.


DR. PAUSCHKE:  Dr. Dobry.


DR. RICARDO DOBRY, RENSSELAER POLYTECHNIC UNIVERSITY: Yes, Ricardo Dobry from RPI.  Changing the subject completely, it's clear that the connection between the System Integrator and the earthquake engineering community is very, very important, and it's going to be especially important the first one or two year time-span.


During that time, people at the site of the experimental facility are going to be extremely busy doing experiments and inquiring how we're developing all that.  I don't know if this question goes to a panel or goes to what you said.  Therefore the question is, are you going to rely for this interaction on the System Integrator doing the right thing, or is the Consortium going to ensure that these things -- or action is done properly, or how is it going to be done?

DR. PAUSCHKE: From the NSF side, we see this as – equipment awardees, a system integrator, and a consortium. All these groups are going to really have to work together.  We haven't yet defined for all of you - the consortium, what that's going to be like.  But we really see all these groups interacting. If they are not working together, then this isn't going to be successful -- it's going to take a lot of interaction.  One of NSF roles is going to be to really help facilitate interaction.  We (NSF) want NEES to work just as much as the community wants it to work.  So, we will be very active in making this work. That's why we're doing cooperative agreements for most of the awards, because it will give NSF a chance to actively interface with the awardees as well.


Any comments from the panel?


DR. ABRAMS:  I think David's comment about putting up good fences makes good neighbors, helps here where there's a clear role on what the tester does and how far does he or she take the data versus the System Integrator or the Consortium.  Right now it's kind of fuzzy, at least in my mind, where the lines are drawn.


DR. K. K. MURALEETHARAN: Dr. Muraleetharan from University of Oklahoma. Sometimes you'll have to -- this is a comment -- you'll have to get away from the experimental facility to think of innovative ways you can use the facility -For example, there were several things mentioned.  All of them could be used in combination.  For example, do one test together with a graduate student at the facility and then do other similar tests with the graduate student physically present at the facility and the faculty member remotely observing/operating and making critical decisions as the test progresses.  When you are very close to an experiment, you always say you have to be there to do the test.  But I have done remote testing, using all of those.  Teleoperation is a little bit complicated, but observation I could think of really, especially there, utilizing my time rather than being there, successful.


DR. ABRAMS:  So that indicates faculty can go out of town more.


DR. ROBERT DALRYMPLE, UNIVERSITY OF DELAWARE:  I'm kind of frustrated because I'm getting this marshmallow feeling about this business of putting in a proposal and making a letter of intent by the deadlines because I have to ask my president for $1 million to house this facility, and I have to go to the president with some kind of budget to say what his $1 million is going to bring to the University of Delaware if we got the facility.


I can't tell where the NSF 00-6 and NSF 00-7 come together, who does all the computing within the laboratory, who does all the computing between the laboratory and our (inaudible) connection, who does the rest of it.  So, what do I have to pay for?  What does the university have to pay for?  What do I have to budget?  I have problems figuring out who's going to maintain the facility after the first five years.


Can I count on NSF's maintenance support for $500,000 a year, zero dollars a year?  Do I have to count on the tsunami community for rate modelers that are going to use this facility, to kick out of their budget a certain amount for me to support my electronics technician, my computer science guy, my lab technician, the electric bill, and so forth?


I don't know what the numbers are, and that's kind of frustrating because, if I can tell the University of Delaware president that $600 million bucks up front and he says, I've already got $60 million of the maintenance I have already.  Why am I giving you $1 million?  What do I tell this guy that convinces them that this is a wonderful thing, a wonderful opportunity for the University of Delaware, and it's going to pay out over the next 14 years?


DR. ABRAMS:  I've never thought of research as being a revenue-generating exercise.


DR. DALRYMPLE:  Have you been a president?


DR. ABRAMS:  No.  It's to produce research results that will help our earthquake problem in the long run and, of course, it has education and outreach advantages as well.  But I can't answer your questions.  I don't think they're directed to the panel as much as NSF.


DR. PAUSCHKE:  The NEES program solicitations do list eligible project costs.  So look at that.  If you have specific questions about that, send them to  nees@nsf.gov.  We've had a number of questions today about funding beyond 2004. Right now the NEES program solicitations address up to 2004.  We will respond to that in the FAQ because it seems to be a recurring question.


DR. PRISCILLA NELSON, DIVISION DIRECTOR, CIVIL AND MECHANICAL SYSTEMS, NSF:  Well, it cannot possibly be answered at this moment.  What you get that you're absolutely sure of is that your maintenance and operation up through 2004, which is requested to be part of the NSF 00-6 equipment proposal.  You get to have a facility that's part of just a phenomenal network where people from all over the place will come to know the facility, will come to conduct experiments there, and that's important to be able to say with that case the premier institutions, in terms of testing, will be part of the NEES network. That's the charge.


The observation that we make is that in NSF MREs, the MRE maintenance and operation costs for these major pieces of equipment have for most -- the hardware stock, big stuff that you saw listed on that page -- been paid for by NSF out of research funds for a certain period of operations.  We have chosen a ten-year period of operation, expecting that the way technologies go beyond that ten-year period to 2014, something either needs to get reinvested in or has probably changed dramatically enough, so we need to do a reevaluation.


It's the intention of NSF to support NEES' operation.  I doubt that it would do it based on the current discussions that we had -- 100 percent by 100 percent allocation directly as, here's the money, go and spend it -- but I think it would be partially be the case and the other part would be coming into the institutions on the basis of user fees that would be attached to any grant that NSF funded or that anybody else funded to support research to be done at universities, the sense there being in part that places that really work will have a lot of up time, very reliable equipment and are great places to work.


A lot of people want to work there. They get more fees.  They're able to run more efficiently.  So we'd like to present that as a possibility.


The fine tuning of this is to exactly what the dollar ought to be?  We don't know what it's going to take to maintain and operate any equipment facility that is going to come in.  We're going to learn what that is.  We expect that the operation monies will be dispersed through the NEES consortium.  So we'll have to work with the consortium to understand exactly what will be the basis for that.


DR. STEVEN GOLDSTEIN, SENIOR ADVISOR FOR INFORMATION TECHNOLOGY, DIRECTORATE FOR ENGINEERING, NSF:  Folks, before we go further, I want to remind you that a few of these are still available and the gentleman by the door has some if some of you have a burning need to have a GRID book.  They're still here.

DR. DANIEL COX, TEXAS A&M UNIVERSITY:  Dan Cox, Texas A&M University.  I think this is also a question more for NSF.  It's about the consortium.  It just seems if the consortium were set up in the beginning, the universities got together, then the facility would come out that.  I guess one of the problems we have is, if we advanced all this into the facility, how do we guarantee that the people who come in, is that what you're looking for in the facility proposal, sort of a mini-consortium?


DR. NELSON:  I think maybe you're going to have to write that question down because I'm not sure I understand it the way it was posed.  But the consortium's not first.  We're not doing the consortium first, but I think that there are people, no doubt very wise, who believe the consortium should have been established first.  Because of timing -- it was not possible.


DR. PAUSCHKE:  Let me ask if there are questions for our panelists.  Your name, please.

DR. JOSE PIRES, APPLIED RESEARCH ASSOCIATES:  Jose Pires, Applied Research Associates.  I have a question that is related to what is the separation between instrumentation that belongs to the NSF 00-6 equipment proposal and to the NSF 00-7 system integration proposal. I've heard about the wireless technology. That seems to be the experimentation part of the problem inside the laboratory.  They're required to carry it outside the lab?  Do other people go into that part?  I mean, what is the separation there?  


DR. GOLDSTEIN:  Okay, let me try and give you an answer, but we'll still have to develop the official answer on the FAQ page.  We've had a number of questions like this.  Basically, it goes like this.  There will be some specialized equipment that is not necessarily the kind of things you'd have on your laboratory equipment if you were part of a laboratory, if you just had your own self-contained facility.


So, obviously, this specialized equipment, which is part of the network, if you will, a part of the site-specific networking in the laboratory, and so where's the funding for that?  Well, the basic answer, and it may have to have some fine tuning, if it's in your equipment facility itself -- and assuming it's approved stuff and all -- it is money that comes out of the major research equipment out of NSF 00-6. However, we want to make sure that equipment that would be used in several sites is somehow standardized or interoperable with equipment that would be used in other sites. Some common equipment.


So, while you may propose that equipment, we would then ask the system integration team to review that and try and adjust it so we would hold some money out of the equipment award, hold it back pending identification of the common equipment, so that everybody's singing from the same prayer book later on down the stream.


DR. NELSON:  Thanks for your metaphor.

DR. DALRYMPLE:  That's why we have no idea how much that's going to be.


DR. GOLDSTEIN:  Nor do we.  You've got to do your homework.

DR. DALRYMPLE:  With whom?  I mean, if you want me to work with a system administrator, you want me to have a bunch of (inaudible) in my laboratory, you want me to be connected to the Internet -- do I pay for that connection?


DR. GOLDSTEIN:  Oh, oh, oh.  Within the campus --


DR. DALRYMPLE:  Or do I have to have in my labs (inaudible)?


DR. GOLDSTEIN:  The networking within your campus is your campus' responsibility.  I didn't realize that was the question you were asking.


DR. DALRYMPLE:  That's part of my question.


DR. GOLDSTEIN:  The -- within the equipment facility itself, that's part of the MRE. But your campus network -- that's your campus' responsibility, and the networking that your university has to connect to the outside world -- that's their responsibility, not ours.  I'm very sorry that my answer -- that I misunderstood your question. I thought you were asking about things like special adapters, you know, for data readout and so forth.  That stuff you will have to figure out yourself.  But that's not what you asked me.  I misunderstood you.


DR. PAUSCHKE:  It's 5:23 PM, so I think we'll stop here.  I'd like to thank our panelists for their insights.  I'd really like to thank all our presenters as well today.  I learned a lot today.  I hope you all learned a lot today.


Steve, Priscilla, and I are the NEES team and we're very, very excited about the NEES Program.  This is the first type of MRE for the earthquake engineering research community.  We're very excited about making this work, and we're really looking for visionaries to come in with their proposals.


Thank you very much for coming.  We really appreciate all your interest and participation as well. 


*  *  *  *  *
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