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DR. STEVEN GOLDSTEIN, SENIOR ADVISOR FOR INFORMATION TECHNOLOGY, DIRECTOR FOR ENGINEERING, NSF: I like to introduce people in terms of personal experiences when I can.


In the early '90s I had the privilege of working with the (George) Soros group, who was trying to save science in Russia at about the time the Soviet Union was breaking up, and we put a link in between Moscow and Washington or Moscow and the academic networks, the NSF and so forth, and somebody who wanted to jump right on that was a guy who had seismic data stations all over central Asia for the local seismic networks.


Then a little bit later on in the '90s when we put a link into Mongolia, I then found out that this gentleman had subscribed to that link with a service provider in Mongolia and taken a 19.6 kilobit channel to send seismic data from over a listening station there.  This gentleman happens to be David Simpson, who is the president of IRIS, the Incorporated Research Institutions for Seismology.


David's got some very interesting messages for us today.  Two things that I've asked him to stress, and I hope he will, are: one, the Data Management Center, where they keep data in a wonderful repository.  One of our challenges for the NEES system is to develop a curated repository.  By that we mean a labor-intensive managed archive of all kinds of information, and IRIS already runs one for seismic information.  Two, David or IRIS gradually evolved into a consortium of cooperating universities in much the same way that we hope NEES will be able to achieve some day.

DR. SIMPSON:  Specifically, Dr. Goldstein asked me to deal with two aspects of IRIS, and this is going to be a bit of a change of pace from what you've heard earlier today.


I'm going to talk about some of the technological aspects of what we do, but I'm also going to focus on how IRIS has developed as a consortium, the full-breadth of the activities that we undertake.  Of course, there's a very appropriate reason to begin, to continue discussions that have been ongoing for a long time for the seismology earthquake community, because what IRIS deals with, our part of seismology effectively gets the data from the field.


We deal with the structure, we deal with earthquake activity.  But up to the foundation of the building.  So there's an obvious area for interaction between what NEES will be doing and what IRIS does.


I'm going to tell you about the background of IRIS.  IRIS began almost 20 years ago, at the time when NSF was very concerned about infrastructure support and research.  The seismology community came together and set some priorities, to find some of the facilities that they needed for carrying on research, and out of that grew the consortium, the plans that I'll describe, and the facilities.


I'm amazed listening to what we're talking about today.  As Dr. Goldstein indicated, ten years, fifteen years ago we were excited to get 98, 100-baud lines into some places in the world.  We're now up there with the terabyte level data archives, but when we began, the demands of seismology, the demands of transmitting continuous 24-bit, 20 samples a second [sic], full 24 hours a day, 365 days a year, were big demands on the Internet and global communications.  Now, of course they become trivial compared to some of the things we've seen today.


IRIS is a consortium.  We are supported by the National Science Foundation through the Earth Science Instrumentation and Facilities program.  Our primary responsibility is to provide the facilities for the collection and distribution of primary seismological data.  The programs that I'll describe to you contribute to, obviously from the NSF's perspective, scholarly research and are becoming more and more involved with education, for education and earthquake hazards mitigation, and, as you'll see, we make contributions to and receive support under the activities related to the comprehensive nuclear test ban treaty.


I'd like to describe IRIS in three different ways:  the consortium, the facility, and the corporation.  I've been with IRIS now as President for the last nine years, and I was saddled with the name that says Incorporated Research Institutions for Seismology.  I think in hindsight that what we want to stress is the consortium activities of IRIS and not the corporate component of what we do, but I think it's important, it's one of the important things for NEES to consider that as you begin, as NSF begins to invest tens of millions of dollars in a major facility, underlying everything we do has to be a reasonable administrative, legal, and physical structure that NSF can rely on to make sure that the money they invest is being properly managed and properly taken care of.  That's all I will say about the corporate side.  I want to talk to you more about the consortium and the facility.


We are now 94 U.S. members and about 40 international affiliate members.  IRIS began with about 12 initially, grew rapidly to about 30 in the first couple of years, and then had progressed since.  It began in 1982.  Virtually every U.S. research department in seismology is a member of the consortium. So, we provide a national focus for research in seismology, the facilities that support the forum for communication between these institutions, between individual researchers, and with federal agencies, primarily NSF.


One of the things NSF looks to us for is to set community priorities on how the money will be invested for facilities.  I want to make it very clear that an important distinction is that we are funded to support the facilities, the facility growth. Facility directions are directed by the community, but we have no direct impact on the research that's carried out with those facilities.  The decision on research projects of course goes through the standard NSF peer review process.  We interact very closely with NSF, but we, the consortium, the facility, do not make decisions on what research is supported.


This is a global as well as a national program, and we have many interactions at the international level.


So, IRIS is a consortium of 94 universities.  It's a facility to support data collection, distribution, and seismology; a forum for discussion and development of scientific plans and setting of scientific priorities.  It provides a focus for communication.  We have an annual workshop that is attended by about 200 people where we look at plans for the next year and results of last year's.  We have a newsletter.  We have a web site.  All of those things that go with supporting the membership of the consortium.


We're also a conduit for interactions with government agencies. In addition to NSF, we work very strongly with the U.S. Geological Survey, FEMA, the Defense Department through some of the activities you heard about nuclear monitoring, and DOE.


There are four major programs in IRIS.  PASSCAL, which is the Program for the Array Seismic Studies of the Continental Lithosphere, is primarily a facility for providing (lending, if you will) instruments for field programs that can be of duration of a few days, a few weeks, or  up to one to two years.


IRIS buys the instruments.  The title of the instrumentation remains with NSF.  We have a facility at New Mexico Tech in Socorro where all 600 of the instruments are maintained, stored. We provide some training to PIs.  Limited support is then devoted to the field, but the PIs are provided the instruments at no cost to carry out their program-supported research.


I'm going to come back a number of times to a comment on this question of setting standards and instrumentation development. We initially set the technical goals and standards for the instruments.  We work closely with a number of private sector firms to develop instruments. One important aspect, some of the cultural change that's happened over the last fifteen years in seismology, is that we've moved quite strongly away from institutional technical support.


It used to be that if you wanted to carry out an experiment with portable field instrumentation, you and your department and your engineer, your technicians -  you bought the instruments, you went out and got the data, the data came back, and it went into some private bin storage.


What tended to happen is that as soon as you finished that project, in order to go support the next experiment, you had to start writing proposals to keep your technical staff supported.  With the coordination of technical support, we now have people in relatively small departments with no engineering technical support in house who can focus on experiment design.  IRIS allows the scientists to focus on what is the experiment they want to do.  We provide the facilities and support to let them carry out the experiment.  They can go gather the data.  They're actively involved in the field programs.


But they come back home, they forget about who's going to take care of these instruments and who's going to pay the technician support.  They can go on with their research, and I think that's something that you may think about as NEES develops.


Another important aspect of the IRIS programs is that we've seen an erosion of spectral and spatial boundaries.  It used to be that there were high-frequency seismologists, body-wave seismologists, surface-wave seismologists, crustal seismologists, and lithosphere and deep-earth seismologists.


There's been a real mixing up of that environment.  Because of technical events, we've been able to look at broadband instruments, not confining people to the instruments that they happen to own.  We can now look much broader than they could in the past.


So, PASSCAL is effectively a lending library for portable instrumentation.  We have 600 of these devices that go in groups of anywhere from ten to a few hundred for deployments of days up to years.


The Data Management System, I'll come back and talk some more about later, it is the repository of all of the data that are collected with any of the instruments that are part of the IRIS pool.  We also have developed a number of collaborations with other national and international groups who provide data that we distribute through our Data Management Center.


Fundamental to all of this is free and open access to all of the data.  There are no restrictions.  The data is provided free of charge to anybody nationally or internationally.


We have effectively evolved from a hunter-gatherer to a harvester phase.  There is a data management system where people can now do data mining.  You have the resource that you can go to and actually use, or design the experiments rather than going over and running individual programs.


Data standards and quality control. As I said, I'll stress a couple of times. Clearly, the Internet had grown since IRIS has been founded and we're making heavy use of Internet for both data collection and data distribution.


The Global Seismic Network (GSN) is the passive global continuous permanent station, a complement to the portable program.  We're building in a global tradition.  Many of you may be aware of the WWSSN, the Worldwide Standard Seismograph Network, which was installed back in the '60s. The digital instrumentation that NSF has purchased in the IRIS program has replaced that and expanded so we now have a global network of over a hundred stations, continuously monitoring on a global basis.


Education and Outreach is our newest program and, as many of you are aware, everybody has been strongly encouraged by NSF.  We certainly endorse it to get more linkages between the research community and education, not only education in the K through 12 classrooms but also dealing with things like museum displays, posters, and increasing public awareness of earthquakes and the earth sciences.


I don't want to get too far into wiring diagrams just to point out to you that we have a Board of Directors with a member from each of the institutions.


We have an executive committee.  At any one time there's an executive committee that provides overall guidance.  Each of these programs are directed by standing committees.  In a year we've had something like 40 to 50 member scientists from our member institutions who are giving their time to two to three meetings a year for development and coordination of the different programs.


The facilities, the Global Seismic Network, we put just some slight differences in the style of these programs.  The GSN is loosely directed and coordinated by IRIS.  We have a program manager, but most of the work is going to be done at the Albuquerque Seismological Lab, which is part of  USGS.  The NSF support has purchased the equipment to run the Global Seismic Network, but we cooperate with the USGS for the actual installation and operation.  There's a group at the University of California-San Diego that runs another part of the network, and we have some collaborating university members that operate individual stations.


The PASSCAL program is more heavily directed through our program manager, the IRIS program manager who's actually on site at New Mexico Tech.  IRIS makes a single, relatively large award to New Mexico Tech for about 12 FTEs on site there who are the staff that operate and maintain the portable instrumentation.  So, this is a university sub-award.


The Data Management System, on the other hand, is a completely IRIS-staffed Data Management Center.  It's in Seattle, Washington.  It's next to the University of Washington.  We have an arrangement with them where they're the host institution but the actual physical structure and all the employees are off-campus.  There are 12 of them, direct IRIS employees.  This is perhaps important in the context of NEES because I think early on it was realized that this is the key, and it is important to keep the playing field level with the Data Management System independent of the individual members of the consortium.


Membership, as I said, includes 94 members. We're still missing a few states, but we’re pretty well distributed over the entire country. Each of those member institutions has a voting member on the Board of Directors.  If you're interested, the initial one-time membership fee of $2,500 allows you to be a member.  There are no costs beyond that.


One of the important aspects of what we do is the multi-application interagency cooperative nature both in the scientific realm and in the operations realm of what we do.


The main areas of seismology that we're interested in are:   investigations of basic earth structure, structure in the sense from crust to core, higher-frequency studies, higher-resolution studies of the shallow cross the lithosphere, but all the way through to the structure of the core and its interaction with the earth's magnetic field.  Also, dynamics, the whole question of global tectonics and earthquake generation from the earthquake source events and fundamental questions of wave propagation.


Earthquake hazard mitigation: In this environment I think you're aware that our involvement in earthquake hazards is at the more global earthquake source side, not the hazards mitigation in the earthquake engineering/structural engineering side.  But we do have a program called RAMP, Rapid Array Mobilization Plan, where we have 12 instruments that are kept on the shelf, on the ready all the time to respond to immediate aftershock studies.


The global and regional components of what IRIS does contribute to the global cataloging of earthquakes and development of source models for global seismicity.


As you'll see, when I tell you a little bit about the funding later on, the timing was such that IRIS has played a major role in helping to develop a global network for nuclear monitoring as part of the comprehensive test ban treaty.  About 50 of the stations that we operate are actually part of the international monitoring network.  Also, a lot of the data that is in our Data Management Center is used for fundamental studies related to the detection and discrimination of nuclear explosions.


The PASSCAL program: Last year there were on the order of 60 experiments that were supported by the PASSCAL instrumentation.  I think virtually all the continents, except for Australia, had experiments going on last year.  You can see that in 1999 there were many in the U.S.


If we looked at this slide 2 or 3 years ago, you would have found many more experiments in Africa and Asia and even less in the U.S.  So, there's both a national and a global interest in the use of these instruments.  Policy for instrument use is that first priority goes to U.S.  PIs being supported by the National Science Foundation.


We also are prepared, especially in collaborative studies, to provide data to other agencies or other countries or, in a couple cases, e.g., in Mexico and Portugal we provided instruments for a short period of time.  But the usage is so high.  These instruments stay in the field virtually 85 to 90 percent of the time.  There is such high demand for NSF projects that virtually all of these experiments are ones that are supported primarily by the Earth Science Division of NSF.


The Global Seismic Network:  I was thinking earlier that this is in a very different sense an example of virtual reality.  The reality of what it takes to get that many stations installed and operating. There are over a hundred stations here.  I think those of you who have been involved in field programs know one part of it.


As Dr. Goldstein indicated, those of you who are involved in international affairs realize that each one of those dots may be simply a point on the map, but the civil works, the memorandum of understanding, the international cooperative agreements that are set up to develop a network like that is a pretty amazing operation in itself.


A lot of these sites have grown out of upgrading equipment at sites that have been in operation from the 1960s.  But one of the things that we contributed is that there's been a very large emphasis put on instrumenting virtually every large island in the world's oceans.  Our goal, and we are pretty close to it, is to get a station at least every 2000 kilometers over the surface of the globe.


Many of these are operated in partnership with host organizations.  Our goal is that all of these eventually be connected to provide continuous real-time data.  When we began, virtually all the stations were operated with tape, with delays of weeks to months before it finally got to the Data Management Center, but now about 50 percent or more of these stations have continuous real-time access and I think there are only about 15 or 20 stations that still rely entirely on tape. Half of them are available real-time; the other you can dial up to capture data after a significant earthquake.


Just to give you an idea of the change in technology that happened; here is the old photographic instrument.  In response, we're looking here at amplitudes.  The axis is missing here, but this is a dB logarithmic scale of ground motion with periods from 100 Hertz here to 100,000 seconds here.


The old short period/long period parts of the standard photographic seismographs, that most of you think of as the classical earthquake reference, cover this bandwidth in here.  There was a short-period group.  This is the background earthquake noise.  Microseisms of about 8 to 10 seconds period from ocean waves made it convenient, required, in the old days, to separate the short period from the long period group.


A single broadband sensor can now cover that whole amplitude bandwidth range.  We're talking about 24 dB sensors with resolutions of higher than 120, 140 dB covering period range from out here in the earth tides through all of the earthquake bands up to about 10 Hertz.  Each of our stations also has a low-gain seismometer so that we can record up to 2.0g accelerations for local earthquakes.


All the data from these sensors are continuously sampled at 20 samples a second. These ones are triggered at 80 to 100 samples a second.


I just wanted to give you a feel for what we talk about.  We are not installing $5 microchips stuck in the ground -- yet.  I think we'd like to get there.  This is just the family portrait of instruments that are used in the Global Seismic Network.  This is a bore hole seismometer and its equivalent volt seismometer that covers this enormous bandwidth from 100,000 seconds to 10 Hertz.


This is installed at a hundred meters depth in the borehole.  This is the data acquisition system.  Here are some of the short-period auxiliary sensors, GPS timing, local recording, communications through modem or on the Internet.


A typical station has about $50,000 to $70,000 worth of hardware.  Installing a new station from scratch, with all the civil works can be on the order of a $200,000 to $500,000 investment.  So, these are investments that are made for a long term. This network we hope is there for the long haul.


I mentioned standards, and I'll come back to that later.  One of the advantages of carefully setting early international standards  (shown in the figure) that the growth of the IRIS network may follow the standard.  In this figure,  over the last two decades, is plotted what's happened with IRIS and regional networks in other parts of the world.  There's Chinese networks here, Mediterranean network, French networks, Australia.


Many of these, in fact, ended up using the same hardware that IRIS specified and acquired early on.  So, one of the advantages of a group that sits down and carefully thinks about the standards, the technical design that it wants, is that this migrates into an enormous advantage.  We are cooperating with many of these groups to make sure that their data through our Data Management Center are made available for a wider distribution.


I talked a little bit about the DMC, Data Management Center, as I said it's in Seattle.  Just to give you an idea of the growth.  In 1992, here in 1999, we now have an archive that is over 10 terabytes in size. I'll talk to you a little bit more about what the content of that is, but this, you can see, about half of that, under half, is the Global Seismic Network.  These are the data from the portable instruments.


Instruments are provided to PIs free of charge.  One of the requirements is that within a year after the end of the experiment, all of those data have to be archived and openly available in the Data Management Center, and this had turned out to be a very important requirement in terms of reams of data and expanding the results from the investment.


We also cooperate with a number of U.S. regional networks and U.S. national networks, which are some of these other data sources.


I don't want to say much about this because I don't really understand it, but I just want to make the point, as Dr. Goldstein said, we have a Data Management Center that we're very proud of.  It is ingesting on the order of 3 terabytes a year now.  We expect that to go up to on the order of 10 or 12 with a new project that NSF has announced in the last week called Earthscope where we're going to do very detailed studies of the U.S.


One core of this is a 50 terabyte mass store.  Tape based mass store system, but there are a lot of peripheral online resources, mainly in the form of rates for immediate access to earthquake product data. There's a fairly extensive Oracle-based database management system that allows users fairly sophisticated access to data at the byte level.


My understanding is that's a fairly unique aspect of this data management center. We're not dealing with files.  We're not dealing with images.  We're dealing with what we like to think of as quality control time-stamped data at the byte level.  You can go in and access either on a time station channel basis or an event basis, any segment of that archive.


We have two types of data available.  As I said, the continuous data archive is this byte level.  Every piece of data that's recorded.  We also have in real-time, or near real-time, access to significant earthquake data and I'll show you in the next slide, more and more interest in looking at individual events.


Every earthquake greater than magnitude 5 we collect all the data from all the stations and put it in one accessible area where anybody can go via FTP and grab the whole data set for specific earthquakes.


You can see that change here.  The red at the bottom is the customized request. Somebody defines exactly what segment of data they want, individually selected.  In 1994 we began putting together this collection of over 20 years worth of large earthquake data, and it's become the method of choice for most of the data requests.


This is a part of SeismiQuery. This is the user interface to the Oracle database that allows this fairly complete selection by network station, time, component, latitude, longitude; whatever parameters you want you can select the data out of the archives.


What has developed is a very good method for getting data from individual stations.  The USGS National Earthquake Information Service locates events in real-time from a limited number of stations in the U.S. and a few overseas.  They put out an announcement within a couple of minutes of the detection of a large earthquake.  We use that location and size to select a time window from each of the stations, and either via the Internet or dial-up, go out and collect data from as many stations as we can.  Here's a nuclear explosion, an explosion last year in Pakistan.  All of these stations within about an hour of the event, the data are available for anybody to access on the web site.


What does all this cost and where does the money come from?  Our primary funding comes from the National Science Foundation under a cooperative agreement.  We began very small in the mid-1980s.  This I would look at as very much this process of setting very careful science goals, developing technical standards, beginning to acquire equipment.  This was our first 5-year cooperative agreement with NSF.  Then there was a rapid ramp-up as we began to acquire instrumentation, and we're now in a phase that is much more the GSN.


The Global Seismic Network and the Data Management Center are well established and we're in a stable, hopefully long-term operation.  You can see what made an enormous difference in here is that in the time leading up to the discussions of the comprehensive test ban treaty, there was a strong Congressional interest in accelerating the development and installation of the Global Seismic Network.  We doubled the amount of money that NSF was providing, on the order of $8 million a year or so over that 10-year period.


Almost $80 million was provided as a direct Congressional mandate to accelerate the installation of these stations.  IRIS directly gets about $10 million or $12 million year from NSF.  The green in here is the money that USGS provides to support their own facility which is part of the GSN operation.


Just to end with a couple of comments that may be interesting, useful to you in terms of broader development of some of the things that I think have been important for success, if we can claim it, in the way that IRIS has developed.


The planning process has been an absolutely critical part.  Fifteen years ago, a group of very enlightened people sat down and spent quite a significant amount of time developing a very clear science plan.  What was it we wanted to use these facilities for? That evolved into the technical design goals for the instrumentation that you saw. Those design goals evolved into specifications.  That was a 5-year process.


Then, building from that base, the facility has grown, and when we look back at the original plan and design goals, check the specifications.  It's very clear that investment was well worth the effort.  At the same time, we remained flexible and responsive to the science needs of the community.  There is strong feedback.  I said at the beginning I'd been saddled with the incorporated name.  If I ever talk to people at a cocktail party, on being the president of a corporation, I say, try being president of a corporation with 94 people on your Board of Directors.


It is very important having that sort of feedback, and continual interaction with the community is extremely important to make sure that the research needs and the facility growth are close to goal.


Stability:  Five-year cooperative agreements I think are something that NSF needs to be commended for to provide that long-term continuity in making sure that the facility can grow, and grow properly. Setting standards, formats, quality control is something we take very seriously, and something that our community has spent a bit of time getting used to is the fact that it does take professional staff.  It does take professional engineers, professional programmers to keep such a facility running.


I've shared these slides with some of you early on, when you were starting to think about this and talked to a few NSF people with just a couple of simple truisms that I think are important.  Form best follows function, and that's part of this transition from science to design goals to technical specifications.  Make sure you know what it is that you want to do up front, and develop a form that fits that function, not the other way around.  Get the horse out there in front of the cart.


Something that is quite understandable in the earthquake engineering community is that structures that have some flexibility can be very strong.  It's been very important for us to have an ability to let all of the programs develop.


Be careful what you ask for.  Your wishes may come true.  If it's worth doing, it's worth doing right, but that has two corollaries:  If it's done right, it costs money; and if costs money, it's going to take some time.  That growth of the funding for IRIS I think was a very important aspect of this last part.  When you invest money, make sure you have time to think about it.


Good fences make good neighbors. Anybody who deals in a consortium environment has to live with that.  You've got to be very clear on the responsibilities -- and that's why this segregation between our facility role and NSF's science funding -- science priority roles are extremely important.  Something that we're all, again, aware of when we live with consortiums is that turf battles can be deadly.  Thank you.


I brought some copies of annual reports and a few newsletters and some of our education and outreach material if you want to pick it up later.  Go to the web site at www.iris.edu.   We have a very interesting first page there that gives you a continuous monitor of earthquake activity.  If you hear about earthquakes and want to know what's happened today, go to that web site and then underneath that you'll find a lot of the details and the things that I've talked about.
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