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DR. STEPHEN GOLDSTEIN, SENIOR ADVISOR FOR INFORMATION TECHNOLOGY, DIRECTORATE FOR ENGINEERING, NSF: Our keynote speaker today is Dr. Kyran Mish, who is director of the Center for Computational Engineering at Lawrence Livermore National Laboratory, that super-secret energy laboratory over in California. Priscilla introduced me to Kim from some work he had done to help her out, and although I've known him for only a very short time, we find we're kindred spirits.  We spend an awful lot of time talking together.  He's got some very, very impressive stuff to show you, and I hope that you'll come away from Kim's presentation, realizing that numerical simulation offers real promise to help target your physical experimentation and is definitely a threat to your physical experimentation.  Let me let Kim weave that story for you.


DR. MISH:  I'm Kim Mish, Director of the Center for Computational Engineering at Lawrence Livermore National Laboratory. Steve said the key word "in California," so I'll warn you my mind is actually scheduled to arrive in about half an hour.  I've actually got some nice presentation material here on my Mac.  We had to downgrade it in the first public demonstration of the prototype NEES network.  We've had to move the software from a Department of Energy Macintosh computer onto a National Science Foundation Windows computer.  So, we'll see how well NEES's emerging standards work here.


I'm a fringe element in the earthquake engineering community, and I’ve worked on interesting research in earthquake engineering for years, at the boundary between academia and the weapons labs.


A natural question always comes up, namely “why is a place like one of these super-secret weapons labs interested in earthquake engineering”, and the answer's really simple.  We're both interested in the same problem. People in the earthquake engineering and public works communities make bridges and dams and buildings, which I refer to as “targets”.  In the national labs, we're interested in weapons, and you're interested in building targets.  That's the way I tend to view the world.


So here’s the overview of my presentation.

We're going to start off with some history and examples of simulation earthquake engineering, and in particular NEES.  The word "simulation," for computational geeks like me right here, is actually what we call an overloaded term, because it has different meanings to different audiences.  I want to try to clarify that issue.  What do we mean by simulation? Because what I'm talking about here as simulation is a little different from what the "S" in NEES is all about. They're obviously very related, and both kinds of simulations need to work together.  So later on, we'll talk about how these are a form of nested physical and computational simulations.


I also want to talk about computational simulation as a design tool.  I'll give an example.  I know where some of the bodies are buried in earthquake engineering, and one place is a resistance to large-scale computational simulation in earthquake engineering in particular, and in the public works community in general.


There's been a certain amount of distrust of computational simulation in this community, and I think the way to recognize this when talking to a group of experimentalists about computational simulation is to recognize that computational simulation is just a way to optimize the value of your experiments.  Historically, we didn't have much computational power.  We had a lot of experimental facilities.  So you did your simulations as a back end, if you will, for the experiments.  Nowadays, and I'll give you some examples from something related to the public works industry, what we find is that computational simulation is a really good way to maximize the value of your experiments, and that's really important.  You're going to spend $70 million on this, but this is NSF’s engineering directorate’s first MRE.  So NEES is something on which you want to spend your money wisely.  When you're doing experiments, expensive experiments, you want to use computational simulation as a way to get the most bang for the buck.


I mention bang for the buck, of course, because a classic example of this is what we do in the DOE’s labs.  We run the Nevada test site, which, according to recent votes in Congress, could be running again any day now.  Those are very expensive experiments at the Nevada Test Site.  The networks that we run for this stuff, the bits of experimental are incredibly expensive.  In contrast, for  a supercomputing network, which is what I typically work with, bits are essentially free.  If I drop some bits on the way between the host computer and my X server running locally on my work station, who cares?  I can always refresh the screen and fix the problem.


But when you're doing something like exploding nuclear weapons out in the Nevada desert, it's not like saying, hey, well, the network was down.  Could you please do that one again?  Nosiree…


NEES is sort of a model along those lines.  Earthquake engineering experiments tend to be incredibly expensive.  The bits have a lot of value.  You don't want to lose them.  Stuff like archival and other things are very important to NEES.


I also will talk about how we can handle a scale in resolution of physical systems because, again, in the earthquake engineering community, the systems are huge. Public works systems are typically the biggest and most impressive monuments that humanity has ever built, starting with the great pyramids of Giza and moving all the way up to things like large bridges, systems that we're being interested in being able to model with NEES.


In my presentation, I'll show you some real-world examples of other gigantic-scale problems that are much like public works problems.  They're big, expensive, one-of, custom problems.  We are using computational simulation in exactly the format that you're using, in the vision for NEES.


So, I think we got one more item here? Yes, where do we go from here?  That’ll be my last slide.  We'll just give you some basic ideas.  Steve told me I should press a few hot buttons in the community, and button pressing is a talent I have from years of teaching, so let’s get started - give me the next slide.


Here's Nada.  Ok… Well, when we downgraded my presentation from my Mac to NSF’s PC, we lost this wonderful historic animation. You have QuickTime on this machine?  Imagine. Well, the animations aren't going to show up on this, so we had a minor failure in our first public demonstration of the NEES network.


 Actually, here is a ten-year-old animation.  This slide is very appropriate because it's historically interesting.  It's a ten-year-old animation, that you can't see, that is actually of Dr. Bruce Kutter's PhD dissertation -- Bruce is in the audience here -- as simulated on the computer by Dr.  Muraleetharan from the University of Oklahoma, so we have two nested PhDs.  The idea is modeling the earthquake response of an earth dam, a real-world public works project.


Bruce, correct me here if I'm wrong. What Bruce did is a physical simulation in a centrifuge of the dam model, with this bumpy road that produced this really nice response that you can't see in this invisible animation.  What Muralee did in his PhD dissertation is created a dam model numerically, a virtual model.  So you'll note there's two levels of simulation going on here.  There's a physical simulation.  But this physical simulation still lives in the real world.  And then there's a virtual simulation that doesn't live in the real world.  Those of you who have seen the movie “The Matrix” know of which I speak here --


DR. GOLDSTEIN:  Do you want to try switching?


DR. MISH:  No, I feel much better. I'm going to lose this one, so, Muralee, your wonderful animation doesn't get to show up, but I feel much better about the simulation I'm not showing later on, of a generic aircraft hit by a bolt of electromagnetic energy.  Everything I present has to be reviewed and released now that I wear this Livermore badge, and while that animation has been reviewed, it still makes me a tad nervous to show.  This is one area where I liked my academic days better.  I could speak more freely.  So, we're losing another animation later on, and I'm glad to lose it, so not to worry.


DR. GOLDSTEIN:  I've got a PC, and I've got animations on here too.


DR. MISH:  Well no, I'm fine.  We only have one more animation.  I had a lot of gratuitous animations in this before, because coming from the National Labs, you have to have gratuitous visualizations - but nonetheless, we'll be fine. So, go ahead and give me the next slide. 


Let me reiterate.  This is a really important part about NEES, and this is something I didn't really understand at first.  I tried to get an idea what the "S" in NEES was all about, but there are three levels of physical processes we're worried about here.


One is the real-world physical problem, in this case a dam.  We're all interested in the dam.  That is the end result of our simulations.  It is the product we're interested in.


Then there's the real-world model problem, a dam model in a centrifuge.  Or if this were a high-rise building, then you'd have a high-rise building model on a shaker table.  This represents simulation, physical simulation in the real world.


But then there's another level, and that is the virtual world simulation.  With a virtual world simulation, what we can do is define a model of the dam model or define a model of the dam itself.  This is the beauty of living in the virtual world, and I'll talk more about the details here.  Go ahead and give me one more item on this slide.


So, the idea is that the real-world system is very hard to measure, especially in anything connected with geotechnology.  It's under the ground. You can fly the U2 that the NSF bought up in the atmosphere to do the atmospheric stuff, which is why everyone is doing atmospheric research, because it's easy to gather data remotely.  But you can't fly under the ground, and if you could, the very act of flying under the ground would change the material properties of the system that you're interested in.


So the real-world system is very hard to measure, and on a very large scale.  These systems also often may involve fine resolutions, which are also hard to estimate.  So from a computational standpoint, this is as bad as it gets: large-scale problems done at fine resolution.  This is the sort of problem that gives computer simulation techniques really serious trouble.


Give me the next slide, please.  The real-world model, the simulations that NEES is more oriented to, are typically well instrumented, better instrumented as technology get better, e.g., as wireless technology comes in.  These physical scale models have a smaller scale, of course, so they'll fit into a centrifuge or on a shaker table, and you have to use scaling relations. For instance, you trade G force for size in a centrifuge, so you have to have some scaling relation that allows you to get away with operating on a smaller scale.


Then the next slide?  The virtual system can be made very good.  We're really good at doing physics on the computer now.  A lot of the physics are pretty straightforward, and to my knowledge, most of them aren't classified.  But the problem is, the data is very hard to get, again especially in cases like geomechanics, where you don't really know what the data is.  So you have to infer the data, and your model is really only as good as the data.


One of the beauties of a virtual system is you can conceptually handle both a very large scale and a refined resolution at the same time, if you have the computational resources to do so.  There's a lot of funding going on, ASCI, for instance, in doing massively parallel computational numerics.


So, one more.  This part of the problem is really well in hand already, a lot of good emerging stuff is going on.  NSF's MBS (Model-Based Simulation) initiative is one of these areas.  DOE is spending wagonloads of money on ASCI, which is primary about this problem right here.  A lot of what is developed in ASCI is not available because of classification issues arising from weapons simulations.


DR. GOLDSTEIN:  Would you spell out those acronyms, ASCI?


DR. MISH:  ASCI is the Accelerated Strategic Computing Initiative.  If you go to the typical web sites like netlib.org and look at the lists of the top 500 supercomputers in the world, you'll find the federal government invariably owns the top five.  I hear there's a new weather service computer that's just broken into those ranks. I guess it's not working very well, because I can tell by the snow outside, the white stuff that the new weather service computer apparently failed to predict.  Anyway, those top five supercomputers are three ASCI machines at the three DOE labs, and then two NSA machines that are identified on netlib merely by “federal government.”  Those are the ones that are listening to your telephone calls. Those are the ones that weren't working for four days here a little while ago and causing people here in DC to be very worried.


The big iron is typically used in the DOE and NSA, always, but ASCI is our flagship initiative run out of DOE headquarters.  So it's responsible for most of the really high-end model-based simulations. 


Give me one more slide.  Then, again, this is the domain of needs right here, primarily.  But again, it has this interface to this virtual world, because there's a lot of stuff you can do in the virtual world. I'll talk about that next.


Next slide.  One more.  This is saying in words a lot of what was in the other ones, so we can slide through this very quickly.  The idea here is when we want to perform a simulation by idealized experimental systems, the beauty of this is doing a model, a computational model of a physical model, like on a shaker table or a centrifuge, is really nice, because you can gain a level of quality assurance in the data that's just impossible to get in the real world.  You can have grad students put the concrete rebar in the right places, for instance, instead of your typical contractor in the field applying the rebar someplace else.  You can get quality assurance levels that are impossible in the real world, and that makes it real easy to calibrate your virtual model.  So what we have here, again, is a system of nested computational models and physical models.


So the big question for me is can we actually go directly from the virtual model to the physical model without necessarily worrying about the experimental model in between?  That should push a lot of people's buttons.  The answer in a lot of cases is yes, but I'll show you how we do this.  I wouldn't ask a question unless there was an answer.


Again, this is a wonderful invisible simulation animation.  Wow!  Quite impressive, he said, sarcastically.  It's designed to get your attention, because I find that if you want to wake people up in a presentation where people come from all over the place, show an airplane.  Show an airplane in a little distress perhaps.  Everyone who flew in is suddenly like, okay, I'm awake now.


Now you can't see my wonderful airplane being hit by a transverse electromagnetic wave, but if you could you'd realize -- well, do a thought experiment instead.


Everybody knows what a whistle is, right?  You know what a whistle is, okay. Think about a whistle as a cylinder that you blow a little energy over it, and it resonates like crazy.  It doesn't take much air to make an incredible amount of noise. If you have kids, like I do, you'd realize, they're really good at making a lot of noise with whistles, even with their little-bitty lungs.


You might wonder; I'm flying on an airplane.  They don't want me to use my cell phone.  You might think for a minute, okay, what am I doing here?  I got this little low-power telecommunications device or my laptop, and I'm in this cylinder.  There's a whole bunch of us in a resonant cavity floating around here in space, 35,000 feet above the earth. There are two ways we could address this issue of what’s a good level of EM interference to permit inside our plane/whistle, for instance.  One would be, we could do a simulation to get an idea of what kind of electromagnetic behavior large systems like airplanes and ships have?  Or we could take a whole bunch of PhDs with cell phones and laptops and put them in an airplane and just have them all keep turning on their laptops and stuff until the plane falls out of the sky.  Real experiment or virtual experiment.


Go ahead, let’s see a show of hands.  How many are for the real-world experiment?  How many experimentalists suddenly trust simulation now?  Right, experimentalists only trust simulation if the experimentalists are the ones chosen to do the test at 35,000 feet!


I'm going to show you some slides that come out of the EIGER code.  It's one of our flagship codes for doing electromagnetics, and it's available at universities and government agencies.  It was actually partly developed at universities, and the main people behind it are Rob Sharpe, Nathan Champagne at Lawrence Livermore, Bill Johnson, Dr. Jorgenson at Sandia and other collaborators at the DOD.  The main thing is to recognize the collaboration among two National Labs, Livermore and Sandia, the University of Houston, Wilton's Group, and the San Diego Systems Command Center.  It's funded by both the Office of the Secretary of Defense, Department of Defense, High Performance Computing Program here in Washington, D.C., and also by my Lawrence Livermore.  Makes for great visualizations, but no more animations, sorry!


Move on to the next slide.  Here's the USS Lathos.  Now, what is the USS Lathos? It's a scale-model of a generic ship.  It's designed to capture the essentials of what a modern warship looks like, and it's used to test EM response in a very controlled condition.


Give me another one here.  What we do here is, it's used just like NEES.  It's a model, a physical model that we use to calibrate our computational model, so we can then trust the computational models on a flow-blown experiment in real life, so we can model the big ships.  So it's a similar plan to the NEES physical model, because what you're trying to do is do scale models, to avoid going out and building a whole bunch of Golden Gate Bridges.  You'd like to build some smaller ones and test them out.  Here you don't want to go out and build a whole bunch of ships and see which float and which ones fry people as they walk around the deck. So it's similar in that regard.


The idea is, we get better quality and less uncertainty by having some well-controlled models.  Then we test our software in this inexpensive world, and we make mistakes with our cheapest experiments.


Give me the next one.  So, here's the Lathos.  This is the USS Lathos.  It’s lovely, e?  Got some stealthy shapes on deck.  This big honking thing here is part of TEM wave generator, and the idea is, you move this thing around, you put in different angles, and you blast electromagnetic energy at it, and then you look at the reflections to get an idea of how stealthy this ship would be.


So this is a model, a physical model, and it's used to calibrate the virtual model.  So then we have some trust as far as our virtual models of real-world systems.  We have all three levels, virtual model, real model, real system, all working together to maximize the value of our experiments and our large-scale systems, by using computational simulations.


Give me the next slide.  Here's our EIGER code.  This is the GUI for EIGER, to give you an idea of what the code looks like to a user. It's our setup for doing the Lathos simulation.  So, there's the USS Lathos.  You get a cool reflection in the water there on the display, the latest thing, thanks to the wonders of OpenGL.


Here's some of our gratuitous simulations that come out of this.  This is the kind of thing that you missed in those animations, by the way, except applied to an airplane, but we like ships better. They're bigger and more expensive, so they’re more like public works projects.


Go ahead and give me the next slide.  The idea here now is what we can do is, as you get a bunch of grad students or midshipmen, I guess, to go out and move that boat around -- sorry, ship around, blast electromagnetic energy at it, look at the return as a function of frequency and as a function of incident angle, as you move the boat around out there.  This is what you get. This is the measured results, and here's our computer results from the EIGER code. They're really good.  We miss a few peaks. There's more noise here.  But, again, it's not unusual to have a finite element or a boundary element model smooth the data.  It's not unusual to have a certain amount of noise in your data anyway.


So, now we're calibrating this sort of model on a nice, small physical model, and then we'd like to be able to go ahead and take the next step.


Go ahead and give me the next slide.  One more.  What we want to do now is simulate an actual warship's response.


Next one.  The experiments are impossible in these cases, okay?  You simply can’t do that.  One of the main reasons you can't do experiments like this in the real world is that everybody designs electromagnetic equipment independently.  You design your cell phone by putting it in an anechoic chamber, assuming there's no other interaction with the outside world, for instance.


The same thing happens on a ship.  You design all kinds of hardware, software, other stuff that goes on this thing, but you design the pieces  individually.  You don't worry about the interactions enough, but realistically, within parts of a lot of ships, parts of a lot of airplanes, parts of all kinds of things around us, we're practically walking through microwave ovens much of the time, because there’s plenty of EM energy about.  So we can't measure those interactions very well during the design phase, because there's an infinite variety of them available for us to consider.  An infinite variety -- ooh, that means we need the computer.  I'm thinking, you know, a couple of nested infinite  loops.  We're close to infinite here.


The other issue about the experiments is, it is a considerable danger to humans.  So this makes experimental costs financially high, and also socially morally, the costs are just simply too high.


Then you also have to remember that in smack-dab in the middle of this sea of electromagnetic energy are these things on warships that are called weapons, and we really do not want to install the latest new antenna and suddenly find that we accidentally arc-welded the torpedoes to the deck, do we.  It's like, you know, fire! -- well, and don't fire, get that thing off my deck!  So that's why we want to be able to understand what's going on, but we want to be able to get into the ballpark of design understanding without doing a lot of expensive experiments, or experiments that are just plain dangerous.


Give me the next one.  So what we do here is we develop computer engineering models of these things, like warships, airplanes, et cetera, et cetera.  Unlike like the Boeing 777s, where you got a nice kinematic model, Boeing did a great job of worrying about how much head room you're going to have, whether you can slide the luggage through here, whether you can get at things and replace them there.  They did relatively limited physics in terms of their modeling, where we're actually trying to do the full-blown physics and multi-physics for these cases, so this is sort of one step beyond what Boeing did with the 777.


DR. GOLDSTEIN:  Kim, spell out FE and BE, so the transcript will pick it up, please.


DR. MISH:  Finite element.  FE is finite element models, and BE is boundary element models.  I mention those, because those are fundamentally important to the earthquake engineering community.  Finite element models are optimal models for simulating the behavior of structural systems, so we tend to use them a lot.  Unfortunately, in earthquake engineering, those structural systems are connected to the earth, and to first order, the earth goes on forever, and you really don't want to mesh the earth, because it adds to the computational cost, so what you like to do is chase the details of the earth off into infinity, and you use boundary elements to do that.


So a combination of finite element/boundary element simulations running on  massively parallel supercomputers, handling all the various scales and the various physics that are involved, is sort of the holy grail of computational earthquake engineering.


And all I can say is we're working on it, okay?  But I want to show you some examples of how we're working on it in the EM world, because that’s where we’re pushing the envelope of these sorts of simulations today.


Again, I'll note that aircraft are similar systems, so as you ride back to wherever you're going, don't turn on your laptop in the first ten minutes and keep your cellular phone turned off, because you're living in a whistle.


Okay, go ahead, give me the next one, the slide of the destroyer.  Here it is, the product, okay?  I don’t think this is a bridge, but, hey, you know, it's got a bridge, and like a lot public works things, it’s really expensive.  Got a lot of antennas.  This actually looks like a public works system, sort of.  It's big.  It's expensive.  It's society critical.  Businesses worry about their mission critical systems.  Those of us in the weapons community realize that there are society-critical systems.  They're very important to model accurately.


What we're looking at is doing retrofits of all kinds of electromagnetic systems on a big ship that’s a lot like a public works here.


Move on to the next slide.  A finite element mesh of our ship. Those of you who know finite element modeling go, whoo-hoo, a gratuitous discretization, or GD as we call it.  It’s got lots and lots of elements.  We create these things with standard CAD tools.  The Navy's done a great job of integrating the manufacture of vessels and stuff into the standard CAD packages.  This was actually generated using IDEAS, which is just a standard computer-aided drafting tool.  So the beauty of that is, we can practically take the electronic blueprints from the Navy, and toss them into the code.  The problem here is that  electromagnetics is really hard compared to regular mechanics. The reason why is, in mechanics, there isn't this all-to-all communication. Electromagnetics, if I do something back here, it affects everything at the same time through space, even if they're not physically connected.  So electromagnetics tend to generate really ugly, dense, massively parallel computations.  This is pushing the state-of-the-art we can solve on the fastest Teraflop-level computers on the planet, which we have at Livermore, so we get to try those out.


There it is.  These is contours of induced currents in a ship superstructure due to some new EM hardware.  Again, this is a destroyer, a very accurate model, and we're interested in being able to identify the hot spots, because all these electromagnetic systems are designed in a vacuum, and we're worried about the interaction of the various components.


Something really important connected with this picture, you look at these pretty pictures and think, wow, that's great, but there's a really fundamentally important issue if you come from an experimental community, and that is, computational simulations are inherently data-rich.


We have all the data all the time, and the situation becomes a problem of storage. I don't have to worry about the fact that I only instrumented here and there, and I've got a wireless sensor back here.  I've got everything in my virtual model, everywhere, all the time.  So we're at that limit point that the experimental community is approaching as you get better and better sensor technology, where you can more richly instrument the experiment.  Our experiments are instrumented everywhere, all the time, to limits of how much storage we can manage.  So there's a lot of data in here.


Then also, you're interested in not just what's going on in the ship itself, but outside the domain surrounding it.  The earthquake engineering communities would be like free-field response, and so we have the ability to go and visualize a lot more data in that one.  Yeah, we actually have a free field existing out everywhere and showing us where the hot spots are, again, because that's really important.


Electromagnetics has actions of distance in a way that only gravity has in the mechanical world.  We're all worried about gravity, if you will, but electromagnetics has this action at a distance response that is infinitely stronger than gravity; so consequently, we have to worry about these effects.


Okay, next one.  Then once we've got the model created and we've tested it on destroyers and the USS Lathos or something else, then we can go ahead and start doing other problems.  So here's a patrol craft, a smaller ship.  We're no longer worried about scale.  What happens next is somebody at the Navy hands us some meshes that they created in their CAD programs, and we can analyze their electromagnetic effects.


So this is a much smaller vessel, and this is the vessel that we're interested in having be stealthy.  In electromagnetics visualizations, typically blue means cold, electromagnetically cold.  Red means hot.  So we're looking for hot spots here, in terms of stealth behavior on such a vessel.


Next slide, please.  Here’s the slide that should scare any thinking person titled “I'm with the government, and I'm here to help”.  We are here to help. NEES is primarily about networking.  It's about simulation in the real world.  We're doing an awful lot of work in the National Labs on simulation in the virtual world, as well as simulation in the real world.  In particular, we have ASCI and other institutional computational platforms.


Next slide.  We just installed this new DEC teracluster, which is 0.7 teraflops. It's an open machine, an unclassified computer resource.  There's a picture of it.  It's actually doing its final performance testing now, and it is a joy to have a close to a teraflop machine with no users.  Just, wow!  Anybody need any cycles?


To my understanding, this is the largest open supercomputer on the planet.  I think, actually, Livermore is now the largest open supercomputing center on the planet, and this is part of the new UCLLNL.EDU open networking environment, where we're actually dealing with academic collaborators.  So a true tera scale open computing environment is shown in this slide.


Go ahead and give me the next one. Some of the things that we're doing, I'm spending close to a million dollars this year within the complex on stuff of interest to NEES, and a bit outside DOE as well, on topics like developing standards for doing computational simulation.  In computation, we're as good as our standards. So we're developing APIs and other standards for modern engineering simulation.  I'll just quickly mention, these are essential components of any object-oriented decomposition of a problem, and if we want to do a finite element earthquake engineering simulation, which again, these problems are inherently nonlinear, three-dimensional, transient, multi-physics, multi-scale, multi-constituent, all the bells and whistles.


Those are just like public works problems.  We build bridges over water because the water and the soil interact and do all kinds of crazy things to foundations, so multi-physics.  Earthquakes are inherently transient, for instance.


We're developing these things primarily in terms of weapons stuff, but under dual-use principles, we're trying to get the architecture right, so we can hand some of these code components off to the academic community.  We've actually helped create an industrial partner, a company called TeraScale, aptly enough.  It's serving as a repository that's oriented toward moving these frameworks that we're developing under DOE funding into academia for no cost or minimal cost, so they can be widely used. The idea here is we design application program interfaces to handle things like adaptivity, mesh refinement, material behavior; material behavior; parallel IO, and those standards help make large-scale engineering codes a lot easier to write.  This is the sort of simulation tool that NEES needs to succeed in doing virtual simulation, and we’re hard at work trying to get these pieces to fit.


Give me the next slide.  Community simulation, what we've learned is that I refer to as “we don't need any heroes”.  In the past, we tended to write code as heroes.  One of us at a time would write all the code.  It would be a code hero as we'd call it, and we find nowadays, there's just so much computational technology out there in terms of software that we don't need any heroes.  What we need to do is figure out how to work together as a community.  We're addressing those issues now, and how we’re doing this is diagrammed on this slide.


We assign a physical process to the modeler, and that applies to both the experimental modelers and the computational modelers.  We hand the mathematics to the computational algebraists.  The computer science gets hidden behind well-defined APIs, and we've divided and conquered the problem so we can manage the complexity and get some work done.  We each concentrate on what we're good at, for instance, structural design or networking or whatever.


Give me the next one.  Then how do you build a community?  Because we've been doing this for a while, one of the things one learns is simply adherence to standards.  You've got to have standards in the simulation world for codes and data.  A lot of the same issues that the NEES community is going to have to learn are things that we’ve learned, under ASCI, and at the Nevada Test Site.  Next one.  Then what we're doing primarily in the computational world is dealing with frameworks and interoperability.  How do you create this skeletal structures that hide the computer science that make it easy for you just to write very little code that represents the physics you understand, and how do you take a lot of the existing tools, archive them, and make them work together?


This is something many of us are trying to address National Labs, because we tend to be really good at this kind of stuff, large-scale design, archival, persistence, security.


Universities are terrible at archival. I come from the University of California, so I'm familiar with this.  Students come; students go.  They have this nasty habit of graduating.  When they leave, the archival goes with them or the enthusiasm that did the archival leaves.  We're trying to carve out a chunk of the simulation process that the labs are good at inherently, where we can add value to what universities are good at.  For those of you who haven't figured out what universities are good at, it’s innovation and novel integration of knowledge, because there are lots of cool ideas in universities.


I think this is the last one.


Where do we go from here?  Again, NEES is a great opportunity for earthquake engineering community, and I will press some buttons with this slide.  This is a community that has resisted computational simulation efforts for way too long.  It was reasonable back in the '70s, in light of the scale of the problems and the uncertainty in the data and the cost of doing simulations, but, hey, you know, it's not the '70s anymore.  Looking at my watch here, it's the 21st century.  It's time to rethink this natural conservatism and actually start building virtual communities, if you will.  I've said it before, and I'll say it again.  I said it at the NHPS presentation that led up to NEES: it’s time to start using computer resources effectively in the public-works arena.


Next slide item.  The promise of NEES is it gives us a way to form a bridge, spanning the physical scale of the systems from small systems in the laboratory to large systems in the real world, and the multi-scale virtual systems on the computer.  If NEES is successful, it's going to form a community of scholars, again, who echo Newton's observation that he could see farther than any person before simply because he stood on the shoulders of giants.  You work together, you get more done than if you work apart.


Finally, it leads to this transition to what I call CAEX, or computer-assisted engineering experimentation, where experimentalists, computer scientists, and public works people all live together, very happily if you will, and interact and everybody knows what they bring to the table.


We all subscribe to the same basic idea.  It's not the experiments that are important; it's not the simulation models on the computer that are important.  What's important is the things there are modeling in the real world.  The society-critical structures, the buildings, the dams, the bridges that we all depend upon, and that earthquakes have a way of laying low and reminding us, whoo!  Those things really were important, weren’t they?  You can archive software, you can rebuild a strong room.  It's just really hard like rebuilding the Golden Gate Bridge in a hurry.  It’s hard to archive a bridge.  The bridge is what’s important though, not the computer model of it, or the scale model sitting on the shaker table.  The models are not what’s important, and on that, experimentalists and software geeks like me can hopefully agree.


So, give me the last one.  There we go.  Now questions, if you have questions for me, you can put them on these little cards.


DR. JOY PAUSCHKE, NEES PROGRAM DIRECTOR, NSF:  If I can ask you to put your questions on the cards.  Those related to NEES specifically.   We'll catch questions with the court reporter, the reporter who's here.  We ask you to write your question down with your name so if we need to come back and ask a question, we have it.  When you do ask a question, if you could say your name and affiliation just so we can also catch it for the record, we'd appreciate it. 


MALE VOICE:  I'd like to ask him why we can turn our laptops on after we're ten minutes in the air?


DR. MISH:  Oh, yes, you’re ascending and descending through a sea of electromagnetic interference at takeoff and landing, back here on the ground where all the antennas live.  Have any of you ever flown into Albuquerque?  I go there all the time.  Sandia has got a big, actually, the largest wooden structure, to my understanding, on the planet.  It's a big redwood bridge.  It's big enough to like taxi a 747 out onto it for EM measurements.  Because they've got this arroyo and it's up its ears in electromagnetic equipment and it blasts these giga-volt pulses through stuff and redwood is more or less invisible to radar, so the systems on the bridge look as if they’re sitting out in space, as far as much of the EM spectrum is concerned.


Then if you've ever flown in Albuquerque, you realize the arroyo points right toward the airport.  I keep thinking they want us to turn off our laptops and they’ve got zillions of volts blasting down the arroyo?  But the general idea is, yes, you're ascending and descending through the soup of EM called the human race, living on the surface of the planet earth.


Another question?


DR. LAWRENCE PFEFFER, NIST:  Yes, you indicated the importance APIs -- can you comment perhaps on how we might think about doing something like that for a very heterogeneous set of experimental facilities.  I mean, shake tables are not quite exactly the same thing as centrifuges are not exactly the same thing as wave tanks, plus even among every of those systems, nobody's bought equipment from the same place twice.


DR. MISH:  The answer I would give that is, no, I can't.  That's really what much of the systems integration issue is going to be.


That really is the issue. Computational stuff is, in a sense, harder and easier than the real world.  It's harder because there's more variety.  You know, there are only certain things you can build in the physical world, but everyone who's watched “The Matrix” times, like I have, realizes that there are things you can do in the virtual world that you can't do in the real world, especially if you're Keanu Reeves.


But, in the real world, though, there's a tremendous disparity of data types and all the rest of this, so what you're talking about is really the same thing.  An API is for exchanging data, storing data, et cetera, et cetera, and that is a fundamentally important part, as I see it, of NEES.  It's going to have a lot to do with the success or failure of NEES, and it's largely an open question.  It's one that's going to have to be addressed by that community.


If I could give one piece of advice, learn from what we have learned in the weapons community, in terms of our experiments and our simulations, and that is, you know, a good standard is better than no standard, certainly.  You are as good as your standards.  We can do all kinds of cool stuff with standards. I can move my presentation from my Mac to the PC and all I lose is a couple of cool animations, because Microsoft has created a standard, not a really good standard, by the way, but it's a good enough standard so we can move data back and forth and we gain interoperability.  So, the key is that standardization works, and standards can help build communities.


Make good standards, adhere to them, and you'll be able to work as a community.  Don't make good standards, don't adhere to them, and I guarantee you will not succeed as a community.


Another question?


DR. YIM:  Solomon Yim from Oregon State.  So, do you have the existing channels that we can visit your lab or learn your program or send a graduate student to you?


DR. MISH:  Yes, I'm working on this. It helps if you're a U.S. citizen, by the way.  We’re trying to create what I call a “finishing school”. You can send grads, or faculty interested in dusting off their computational skills.  Programs like Oregon State in some areas are big enough to support post-docs, but others are not.  Sometimes it would be nice to have the National Labs or other places that can take your post-docs, put them together in a nice central place, give them access to some decent computers, and it would be a nice finishing school where lots of interesting people could work together.


DR. GOLDSTEIN:  In cycles.


DR. MISH:  Cycles, yes.  Cycles. We've got cycles.  We've got lots of cycles. So, that's the general idea.  So if you're interested in my e-mail address, it's available from the Livermore web pages and you can post mail.  We're working on that finishing school idea.  But most of the lab it's easy to come inside and have a look at some of them. The other labs are the same way.  I mean, Sandia right now has a really nice MOU with the National Science Foundation on life-cycle engineering and other stuff.  A really nice funded program that is done jointly by Sandia and NSF.  A lot of really good computational technology has come out of DOE and NSF collaborations.



DR. PAUSCHKE:  Any more questions?  Thank you.


(Recess)
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